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Summary 

 

In cases not covered by this Protocol or by other international agreements, 
civilians and combatants remain under the protection and authority of the 
principles of international law derived from established custom, from the 
principles of humanity and from the dictates of public conscience. 
 

— Martens Clause, as stated in Additional Protocol I of 1977 to the Geneva Conventions 
 
Fully autonomous weapons are one of the most alarming military technologies under 
development today. As such there is an urgent need for states, experts, and the general 
public to examine these weapons closely under the Martens Clause, the unique provision 
of international humanitarian law that establishes a baseline of protection for civilians and 
combatants when no specific treaty law on a topic exists. This report shows how fully 
autonomous weapons, which would be able to select and engage targets without 
meaningful human control, would contravene both prongs of the Martens Clause: the 
principles of humanity and the dictates of public conscience. To comply with the Martens 
Clause, states should adopt a preemptive ban on the weapons’ development, production, 
and use. 
 
The rapid development of autonomous technology and artificial intelligence (AI) means 
that fully autonomous weapons could become a reality in the foreseeable future. Also 
known as “killer robots” and lethal autonomous weapons systems, they raise a host of 
moral, legal, accountability, operational, technical, and security concerns. These weapons 
have been the subject of international debate since 2013. In that year, the Campaign to 
Stop Killer Robots, a civil society coalition, was launched and began pushing states to 
discuss the weapons. After holding three informal meetings of experts, states parties to 
the Convention on Conventional Weapons (CCW) began formal talks on the topic in 2017. 
In August 2018, approximately 80 states will convene again for the next meeting of the 
CCW Group of Governmental Experts. 
 
As CCW states parties assess fully autonomous weapons and the way forward, the Martens 
Clause should be a central element of the discussions. The clause, which is a common 
feature of international humanitarian law and disarmament treaties, declares that in the 
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absence of an international agreement, established custom, the principles of humanity, 
and the dictates of public conscience should provide protection for civilians and 
combatants. The clause applies to fully autonomous weapons because they are not 
specifically addressed by international law. Experts differ on the precise legal significance 
of the Martens Clause, that is, whether it reiterates customary law, amounts to an 
independent source of law, or serves as an interpretive tool. At a minimum, however, the 
Martens Clause provides key factors for states to consider as they evaluate emerging 
weapons technology, including fully autonomous weapons. It creates a moral standard 
against which to judge these weapons. 
 

The Principles of Humanity  
Due to their lack of emotion and legal and ethical judgment, fully autonomous weapons 
would face significant obstacles in complying with the principles of humanity. Those 
principles require the humane treatment of others and respect for human life and human 
dignity. Humans are motivated to treat each other humanely because they feel compassion 
and empathy for their fellow humans. Legal and ethical judgment gives people the means 
to minimize harm; it enables them to make considered decisions based on an 
understanding of a particular context. As machines, fully autonomous weapons would not 
be sentient beings capable of feeling compassion. Rather than exercising judgment, such 
weapons systems would base their actions on pre-programmed algorithms, which do not 
work well in complex and unpredictable situations.  
 
Showing respect for human life entails minimizing killing. Legal and ethical judgment 
helps humans weigh different factors to prevent arbitrary and unjustified loss of life in 
armed conflict and beyond. It would be difficult to recreate such judgment, developed over 
both human history and an individual life, in fully autonomous weapons, and they could 
not be pre-programmed to deal with every possible scenario in accordance with accepted 
legal and ethical norms. Furthermore, most humans possess an innate resistance to killing 
that is based on their understanding of the impact of loss of life, which fully autonomous 
weapons, as inanimate machines, could not share.  
 
Even if fully autonomous weapons could adequately protect human life, they would be 
incapable of respecting human dignity. Unlike humans, these robots would be unable to 
appreciate fully the value of a human life and the significance of its loss. They would make 
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life-and-death decisions based on algorithms, reducing their human targets to objects. 
Fully autonomous weapons would thus violate the principles of humanity on all fronts. 
 

The Dictates of Public Conscience 
Increasing outrage at the prospect of fully autonomous weapons suggests that this new 
technology also runs counter to the second prong of the Martens Clause, the dictates of 
public conscience. These dictates consist of moral guidelines based on a knowledge of 
what is right and wrong. They can be ascertained through the opinions of the public and of 
governments.  
 
Many individuals, experts, and governments have objected strongly to the development of 
fully autonomous weapons. The majority of respondents in multiple public opinion surveys 
have registered opposition to these weapons. Experts, who have considered the issue in 
more depth, have issued open letters and statements that reflect conscience even better 
than surveys do. International organizations and nongovernmental organizations (NGOs), 
along with leaders in disarmament and human rights, peace and religion, science and 
technology, and industry, have felt compelled, particularly on moral grounds, to call for a 
ban on fully autonomous weapons. They have condemned these weapons as 
“unconscionable,” “abhorrent … to the sacredness of life,” “unwise,” and “unethical.” 
 
Governments have cited compliance with the Martens Clause and moral shortcomings 
among their major concerns with fully autonomous weapons. As of July 2018, 26 states 
supported a preemptive ban, and more than 100 states had called for a legally binding 
instrument to address concerns raised by lethal autonomous weapons systems. Almost 
every CCW state party that spoke at their last meeting in April 2018 stressed the need to 
maintain human control over the use of force. The emerging consensus for preserving 
meaningful human control, which is effectively equivalent to a ban on weapons that 
lack such control, shows that the public conscience is strongly against fully 
autonomous weapons. 
 

The Need for a Preemptive Ban Treaty 
An assessment of fully autonomous weapons under the Martens Clause underscores the 
need for new law that is both specific and strong. Regulations that allowed for the 
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existence of fully autonomous weapons would not suffice. For example, limiting use to 
certain locations would neither prevent the risk of proliferation to actors with little regard 
for humane treatment or human life, nor ensure respect for the dignity of civilians or 
combatants. Furthermore, the public conscience reveals widespread support for a ban on 
fully autonomous weapons, or its equivalent, a requirement for meaningful human control. 
To ensure compliance with both the principles of humanity and the dictates of public 
conscience, states should therefore preemptively prohibit the development, production, 
and use of fully autonomous weapons. 
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Recommendations 

 
To avert the legal, moral, and other risks posed by fully autonomous weapons and the loss 
of meaningful human control over the selection and engagement of targets, Human Rights 
Watch and Harvard Law School’s International Human Rights Clinic (IHRC) recommend:  
 

To CCW states parties  
• Adopt, at their annual meeting in November 2018, a mandate to negotiate a new 

protocol prohibiting fully autonomous weapons systems, or lethal autonomous 
weapons systems, with a view to concluding negotiations by the end of 2019. 

• Use the intervening Group of Governmental Experts meeting in August 2018 to 
present clear national positions and to reach agreement on the need to adopt a 
negotiating mandate at the November annual meeting. 

• Develop national positions and adopt national prohibitions as key building blocks 
for an international ban.  

• Express opposition to fully autonomous weapons, including on the legal and moral 
grounds reflected in the Martens Clause, in order further to develop the existing 
public conscience. 

 

To experts in the private sector 
• Oppose the removal of meaningful human control from weapons systems and the 

use of force.  
• Publicly express explicit support for the call to ban fully autonomous weapons, 

including on the legal and moral grounds reflected in the Martens Clause, and urge 
governments to start negotiating new international law.  

• Commit not to design or develop AI for use in the development of fully autonomous 
weapons via codes of conduct, statements of principles, and other measures that 
ensure the private sector does not advance the development, production, or use of 
fully autonomous weapons.  
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I. Background on Fully Autonomous Weapons 

 
Fully autonomous weapons would be able to select and engage targets without meaningful 
human control. They represent an unacceptable step beyond existing armed drones 
because a human would not make the final decision about the use of force in individual 
attacks. Fully autonomous weapons, also known as lethal autonomous weapons systems 
and “killer robots,” do not exist yet, but they are under development, and military 
investments in autonomous technology are increasing at an alarming rate. 
 
The risks of fully autonomous weapons outweigh their purported benefits. Proponents 
highlight that the new technology could save the lives of soldiers, process data and 
operate at greater speeds than traditional systems, and be immune to fear and anger, 
which can lead to civilian casualties. Fully autonomous weapons, however, raise a host of 
serious concerns, many of which Human Rights Watch has highlighted in previous 
publications. First, delegating life-and-death decisions to machines crosses a moral red 
line. Second, fully autonomous weapons would face significant challenges complying with 
international humanitarian and human rights law. Third, they would create an 
accountability gap because it would be difficult to hold anyone responsible for the 
unforeseen harm caused by an autonomous robot. Fourth, fully autonomous weapons 
would be vulnerable to spoofing and hacking. Fifth, these weapons would threaten global 
security because they could lead to an arms race, proliferate to actors with little respect for 
international law, and lower the threshold to war.1 
 
This report focuses on yet another concern, which straddles law and morality—that is, the 
likelihood that fully autonomous weapons would contravene the Martens Clause. This 
provision of international humanitarian law requires states to take into account the 
principles of humanity and dictates of public conscience when examining emerging 
weapons technology. A common feature in the Geneva Conventions and disarmament 
treaties, the clause represents a legal obligation on states to consider moral issues.  
 

                                                           
1 For a more in-depth discussion of the pros and cons of fully autonomous weapons, see Human Rights Watch and the 
Harvard Law School International Human Rights Clinic (IHRC), Making the Case: The Dangers of Killer Robots and the Need for 
a Preemptive Ban, December 2016, https://www.hrw.org/report/2016/12/09/making-case/dangers-killer-robots-and-need-
preemptive-ban. 
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The plethora of problems presented by fully autonomous weapons, including those under 
the Martens Clause, demand urgent action. A handful of states have proposed a wait-and-
see approach, given that it is unclear what technology will be able to achieve. The high 
stakes involved, however, point to the need for a precautionary approach. Scientific 
uncertainty should not stand in the way of action to prevent what some scientists have 
referred to as the “third revolution in warfare, after gunpowder and nuclear arms.”2 
Countries should adopt a preemptive ban on the development, production, and use of fully 
autonomous weapons. 
  

                                                           
2 Future of Life Institute, “Autonomous Weapons: An Open Letter from AI & Robotics Researchers,” opened on July 28, 2015, 
https://futureoflife.org/open-letter-autonomous-weapons/ (accessed July 22, 2018). 
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II. History of the Martens Clause 

 
While the Martens Clause originated in a diplomatic compromise, it has served 
humanitarian ends. It states that in the absence of specific treaty law, established custom, 
the principles of humanity, and the dictates of public conscience provide protection for 
civilians and combatants. Since its introduction, the Martens Clause has become a 
common feature of the core instruments of international humanitarian law. The clause also 
appears in numerous disarmament treaties. The protections the Martens Clause provides 
and the legal recognition it has received highlight its value for examining emerging 
weapons systems that could cause humanitarian harm on the battlefield and beyond.   
 

Origins of the Martens Clause 
The Martens Clause first appeared in the preamble of the 1899 Hague Convention II 
containing the Regulations on the Laws and Customs of War on Land. In that iteration, the 
Martens Clause reads:  

 
Until a more complete code of the laws of war is issued, the High 
Contracting Parties think it right to declare that in cases not included in the 
Regulations adopted by them, populations and belligerents remain under 
the protection and empire of the principles of international law, as they 
result from the usages established between civilized nations, from the laws 
of humanity, and the requirements of the public conscience.3 

 

The clause thus provides a baseline level of protection to civilians and combatants when 
specific law does not exist.  
 
Russian diplomat and jurist Fyodor Fyodorovich Martens proposed the Martens Clause as a 
way to break a negotiating stalemate at the 1899 Hague Peace Conference, which had 
been convened to adopt rules restraining war, reduce arms spending, and promote peace.4 

                                                           
3 Convention (II) with Respect to the Laws and Customs of War on Land and its Annex: Regulations concerning the Laws and 
Customs of War on Land, The Hague, adopted July 29,1899, entered into force September 4, 1900, pmbl., para. 8. 
4 “The three conventions adopted at the 1899 Conference represented the three broad areas … [of] pacific settlement of 
international disputes, arms limitation, and the laws of war.” Betsy Baker, “Hague Peace Conferences: 1899 and 1907,” Max 
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The great powers and lesser powers disagreed about how much authority occupying forces 
could exercise over the local population. The great powers insisted on a new treaty clarifying 
the rights and obligations of occupying forces, while the lesser powers opposed codifying 
provisions of an earlier political declaration that they believed did not adequately protect 
civilians. The Martens Clause provided fighters against foreign occupation the option of 
arguing that if specific provisions of the treaty did not cover them, they were entitled to at 
least such protection offered by principles of international law derived from custom, “the 
laws of humanity,” and “the requirements of the public conscience.”5 
 

Modern Use of the Martens Clause 
In the nearly 120 years since the adoption of the 1899 Hague Convention, the Martens 
Clause has been applied more broadly and become a staple of efforts to extend 
humanitarian protections during armed conflict. Seeking to reduce the impact of 
hostilities, numerous instruments of international humanitarian law and disarmament law 
have incorporated the provision. 
 

Geneva Conventions and Additional Protocol I 
When drafting the 1949 Geneva Conventions, the cornerstones of international 
humanitarian law,6 negotiators wanted to ensure that certain protections would continue if 
a state party decided to withdraw from any of the treaties. The four Geneva Conventions 
contain the Martens Clause in their articles on denunciation, which address the 
implications of a state of leaving the treaties.7 In its authoritative commentary on the 

                                                           
Planck Encyclopedia of Public International Law, updated November 2009, 
http://opil.ouplaw.com/view/10.1093/law:epil/9780199231690/law-9780199231690-e305 (accessed July 14, 2018), para. 3.  
5 See Antonio Cassese, “The Martens Clause: Half a Loaf or Simply Pie in the Sky?” European Journal of International Law, 
vol. 11, no. 1 (2000), pp. 193-195; Theodor Meron, “The Martens Clause, Principles of Humanity, and Dictates of Public 
Conscience,” American Journal of International Law, vol. 94, no. 1 (2000), p. 79 (noting, “[t]he clause was originally designed 
to provide residual humanitarian rules for the protection of the population of occupied territories, especially armed resisters 
in those territories.”). A minority of scholars question the conventional narrative that the clause served as a fair compromise. 
See Rotem Giladi, “The Enactment of Irony: Reflections on the Origins of the Martens Clause,” European Journal of 
International Law, vol. 25, no. 3 (2014), p. 853 (“His [Martens’] response to the objections raised by Belgium was anything 
but conciliatory. It was calculated, naturally, to advance legal rules on occupation that suited the interests of the expanding 
Russian empire he represented…. Martens’ response remains a classic example of power politics veiled by humanitarian 
rhetoric; it also cunningly harped on the political and professional sensitivities besetting his audience.”). 
6 As of August 6, 2018, the four Geneva Conventions had 196 states parties. See International Committee of the Red Cross 
(ICRC), “Treaties, States Parties and Commentaries, Geneva Conventions of 12 August 1949 and Additional Protocols, and 
their Commentaries,” https://ihl-databases.icrc.org/applic/ihl/ihl.nsf/vwTreaties1949.xsp (accessed August 6, 2018).  
7 Geneva Convention for the Amelioration of the Condition of the Wounded and Sick in Armed Forces in the Field, adopted 
August 12, 1949, 75 U.N.T.S. 31, entered into force October 21, 1950, art. 63; Geneva Convention for the Amelioration of the 



HEED THE CALL 10  

conventions, the International Committee of the Red Cross (ICRC), the arbiter of 
international humanitarian law, explains:  
 

[I]f a High Contracting Party were to denounce one of the Geneva 
Conventions, it would continue to be bound not only by other treaties to 
which it remains a Party, but also by other rules of international law, such 
as customary law. An argumentum e contrario, suggesting a legal void 
following the denunciation of a Convention, is therefore impossible.8 

 
Additional Protocol I, which was adopted in 1977, expands the protections afforded to 
civilians by the Fourth Geneva Convention.9  The protocol contains the modern iteration of 
the Martens Clause, and the version used in this report:  
 

In cases not covered by this Protocol or by other international agreements, 
civilians and combatants remain under the protection and authority of the 
principles of international law derived from established custom, from the 
principles of humanity and from the dictates of public conscience.10 

 
By incorporating this language in its article on “General Principles and Scope of 
Application,” rather than confining it to a provision on denunciation, Additional Protocol I 
extends the application of the Martens Clause. According to the ICRC commentary:  

 

                                                           
Condition of Wounded, Sick and Shipwrecked Members of Armed Forces at Sea, adopted August 12, 1949, 75 U.N.T.S. 85, 
entered into force October 21, 1950, art. 62; Geneva Convention relative to the Treatment of Prisoners of War, adopted August 
12, 1949, 75 U.N.T.S. 135, entered into force October 21, 1950, art. 142; Geneva Convention relative to the Protection of 
Civilian Persons in Time of War, adopted August 12, 1949, 75 U.N.T.S. 287, entered into force October 21, 1950, art. 158 
(stating, “The denunciation shall have effect only in respect of the denouncing Power. It shall in no way impair the 
obligations which the Parties to the conflict shall remain bound to fulfil by virtue of the principles of the law of nations, as 
they result from the usages established among civilized peoples, from the laws of humanity and the dictates of the public 
conscience.”). 
8 ICRC, “Commentary of 2016 on Convention (I) for the Amelioration of the Condition of the Wounded and Sick in Armed 
Forces in the Field, Geneva, 12 August 1949: Article 63: Denunciation,” https://ihl-
databases.icrc.org/applic/ihl/ihl.nsf/Comment.xsp?action=openDocument&documentId=E6BD0D82E2A36F3EC1257F7A005
88C50 (accessed July 14, 2018), para. 3330.  
9 As of August 6, 2018, Additional Protocol I had 174 states parties. See ICRC, “Protocol Additional to the Geneva 
Conventions of 12 August 1949, and relating to the Protection of Victims of International Armed Conflicts (Protocol I), 8 June 
1977,” https://ihl-databases.icrc.org/ihl/INTRO/470 (accessed August 6, 2018). 
10 Protocol Additional to the Geneva Conventions of August 12, 1949 and relating to the Protection of Victims of International 
Armed Conflicts (Protocol I), adopted June 8, 1977, 1125 U.N.T.S. 3, entered into force December 7, 1978, art. 1(2).  
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There were two reasons why it was considered useful to include this clause 
yet again in the Protocol. First ... it is not possible for any codification to be 
complete at any given moment; thus, the Martens clause prevents the 
assumption that anything which is not explicitly prohibited by the relevant 
treaties is therefore permitted. Secondly, it should be seen as a dynamic 
factor proclaiming the applicability of the principles mentioned regardless 
of subsequent developments of types of situation or technology.11 

 

The Martens Clause thus covers gaps in existing law and promotes civilian protection in 
the face of new situations or technology. 
 

Disarmament Treaties  
Since 1925, most treaties containing prohibitions on weapons also include the Martens 
Clause.12 The clause is referenced in various forms in the preambles of the 1925 Geneva 
Gas Protocol,13 1972 Biological Weapons Convention,14 1980 Convention on Conventional 

                                                           
11 ICRC, “Commentary of 1987 on Protocol Additional to the Geneva Conventions of August 12, 1949 and relating to the 
Protection of Victims of International Armed Conflicts (Protocol I): Article 1, General Principles and Scope of Application,” 
https://ihl-databases.icrc.org/applic/ihl/ihl.nsf/Comment.xsp?action=openDocument&documentId=7125D4CBD57A70DDC1
2563CD0042F793 (accessed July 15, 2018), para. 55. 
12 A notable exception is the 1992 Chemical Weapons Convention. See Convention on the Prohibition of the Development, 
Production, Stockpiling and Use of Chemical Weapons and on their Destruction, adopted September 3, 1992, 1974 UNTS 45, 
entered into force April 29, 1997.  
13 The 1925 Geneva Gas Protocol incorporates elements of the Martens Clause in its preamble. Protocol for the Prohibition of 
the Use in War of Asphyxiating, Poisonous or Other Gases, and of Bacteriological Methods of Warfare, adopted June 17, 1925, 
94 L.N.T.S. 65, entered into force February 8, 1928, pmbl., paras. 1-3 (“Whereas the use in war of asphyxiating, poisonous or 
other gases … has been justly condemned by the general opinion of the civilized world; and Whereas the prohibition of such 
use has been declared in Treaties to which the majority of Powers of the world are Parties; and to the end that this 
prohibition shall be universally accepted[] … binding alike the conscience and the practice of nations”).  
14 Convention on the Prohibition of the Development, Production and Stockpiling of Bacteriological (Biological) and Toxin 
Weapons and on Their Destruction, opened for signature April 10, 1972, 1015 UNTS 163, entered into force March 26, 1975, 
pmbl., para. 10 (“Convinced that such use would be repugnant to the conscience of mankind and that no effort should be 
spared to minimize this risk”). 
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Weapons,15 1997 Mine Ban Treaty,16 2008 Convention of Cluster Munitions,17 and 2017 Treaty 
on the Prohibition of Nuclear Weapons.18 Although a preamble does not establish binding 
rules, it can inform interpretation of a treaty and is typically used to incorporate, by 
reference, the context of already existing law. The inclusion of the Martens Clause indicates 
that if a treaty’s operative provisions present gaps, they should be filled by established 
custom, the principles of humanity, and the dictates of public conscience. By incorporating 
the Martens Clause into this line of disarmament treaties, states have reaffirmed its 
importance to international humanitarian law generally and weapons law specifically.  
 
The widespread use of the Martens Clause makes it relevant to the current discussions of 
fully autonomous weapons. The clause provides a standard for ensuring that civilians and 
combatants receive at least minimum protections from such problematic weapons. In 
addition, most of the diplomatic discussions of fully autonomous weapons have taken 
place under the auspices of the CCW, which includes the Martens Clause in its preamble. 
Therefore, an evaluation of fully autonomous weapons under the Martens Clause should 
play a key role in the deliberations about a new CCW protocol.  
  

                                                           
15 Convention on Prohibitions or Restrictions on the Use of Certain Conventional Weapons which May be Deemed to be 
Excessively Injurious or to Have Indiscriminate Effects (CCW), adopted December 10, 1980,  1342 UNTS 137, entered into force 
December 2, 1983, pmbl., para. 5 (“Confirming their determination that in cases not covered by this Convention and its 
annexed Protocols or by other international agreements, the civilian population and the combatants shall at all times remain 
under the protection and authority of the principles of international law derived from established custom, from the principles 
of humanity and from the dictates of public conscience”). 
16 Convention on the Prohibition of the Use, Stockpiling, Production and Transfer of Anti-Personnel Mines and on Their 
Destruction, adopted September 18, 1997, 2056 UNTS 241, entered into force March 1, 1999, pmbl., para. 8 (“Stressing the 
role of public conscience in furthering the principles of humanity as evidenced by the call for a total ban of anti-personnel 
mines”). 
17 Convention on Cluster Munitions, adopted May 30, 2008, 2688 UNTS 39, entered into force August 1, 2010, pmbl., para. 11 
(“Reaffirming that in cases not covered by this Convention or by other international agreements, civilians and combatants 
remain under the protection and authority of the principles of international law, derived from established custom, from the 
principles of humanity and from the dictates of public conscience”). 
18 Treaty on the Prohibition of Nuclear Weapons, adopted July 7, 2017, C.N.475.2017.TREATIES-XXVI.9, pmbl., para. 11 
(“Reaffirming that any use of nuclear weapons would also be abhorrent to the principles of humanity and the dictates of 
public conscience”). 
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III. Applicability and Significance of the Martens Clause  

 
The Martens Clause applies in the absence of specific law on a topic. Experts disagree on 
its legal significance, but at a minimum, it provides factors that states must consider when 
examining new challenges raised by emerging technologies. Its importance to 
disarmament law in particular is evident in the negotiations that led to the adoption of a 
preemptive ban on blinding lasers. States and others should therefore take the clause into 
account when discussing the legality of fully autonomous weapons and how best to 
address them. 
 

Applicability of the Martens Clause 
The Martens Clause, as set out in Additional Protocol I, applies “[i]n cases not covered” by 
the protocol or by other international agreements.19 No matter how careful they are, treaty 
drafters cannot foresee and encompass all circumstances in one instrument. The Martens 
Clause serves as a stopgap measure to ensure that an unanticipated situation or emerging 
technology does not subvert the overall purpose of humanitarian law merely because no 
existing treaty provision explicitly covers it.20 
 
The Martens Clause is triggered when existing treaty law does not specifically address a 
certain circumstance. As the US Military Tribunal at Nuremberg explained, the clause 
makes “the usages established among civilized nations, the laws of humanity and the 
dictates of public conscience into the legal yardstick to be applied if and when the specific 
provisions of [existing law] do not cover specific cases occurring in warfare.”21 It is 
particularly relevant to new technology that drafters of existing law may not have 
predicted. Emphasizing that the clause’s “continuing existence and applicability is not to 

                                                           
19 Protocol I, art. 1(2). 
20 For instance, in a legal paper on fully autonomous weapons, Switzerland argued: “Accordingly, not everything that is not 
explicitly prohibited can be said to be legal if it would run counter the principles put forward in the Martens clause. Indeed, 
the Martens clause may be said to imply positive obligations where contemplated military action would result in untenable 
humanitarian consequences.” Switzerland, “A ‘Compliance-Based’ Approach to Autonomous Weapon Systems,” U.N. Doc. 
CCW/GGE.1/2017/WP.9, November 10, 2017, 
https://www.unog.ch/80256EDD006B8954/(httpAssets)/6B80F9385F6B505FC12581D4006633F8/$file/2017_GGEonLAWS_
WP9_Switzerland.pdf (accessed July 15, 2018), para. 18. 
21 In re Krupp, Judgment of July 31, 1948, in Trials of War Criminals before the Nuremberg Military Tribunals: “The Krupp 
Case,” vol. IX, (Washington: US Government Printing Office, 1950), p. 1340. 
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be doubted,” the International Court of Justice highlighted that it has “proved to be an 
effective means of addressing the rapid evolution of military technology.”22 Given that 
there is often a dearth of law in this area, the Martens Clause provides a standard for 
emerging weapons. 
 
As a rapidly developing form of technology, fully autonomous weapons exemplify an 
appropriate subject for the Martens Clause. Existing international humanitarian law 
applies to fully autonomous weapons only in general terms. It requires that all weapons 
comply with the core principles of distinction and proportionality, but it does not contain 
specific rules for dealing with fully autonomous weapons.23 Drafters of the Geneva 
Conventions could not have envisioned the prospect of a robot that could make 
independent determinations about when to use force without meaningful human control. 
Given that fully autonomous weapons present a case not covered by existing law, they 
should be evaluated under the principles articulated in the Martens Clause.  
 

Legal Significance of the Martens Clause  
Interpretations of the legal significance of the Martens Clause vary.24 Some experts adopt a 
narrow perspective, asserting that the Martens Clause serves merely as a reminder that if a 
treaty does not expressly prohibit a specific action, the action is not automatically 
permitted. In other words, states should refer to customary international law when treaty 
law is silent on a specific issue.25 This view is arguably unsatisfactory, however, because it 

                                                           
22 Advisory Opinion on the Legality of the Threat or Use of Nuclear Weapons, International Court of Justice, July 8, 
1996, http://www.icj-cij.org/files/case-related/95/095-19960708-ADV-01-00-EN.pdf (accessed July 15, 2018), para. 78. 
23 Some critics argue that international humanitarian law would adequately cover fully autonomous weapons and note the 
applicability of disarmament treaties on antipersonnel landmines, cluster munitions, and incendiary weapons. These 
instruments do not provide specific law on fully autonomous weapons, however. For critics’ view, see Michael N. Schmitt and 
Jeffrey S. Thurnher, “‘Out of the Loop’: Autonomous Weapon Systems and the Law of Armed Conflict,” Harvard National 
Security Journal, vol. 4 (2013), p. 276. 
24 See Rupert Ticehurst, “The Martens Clause and the Laws of Armed Conflict,” International Review of the Red Cross, no. 317 
(1997), https://www.icrc.org/eng/resources/documents/article/other/57jnhy.htm (accessed July 15, 2018), p. 1 (noting, “The 
problem faced by humanitarian lawyers is that there is no accepted interpretation of the Martens Clause. It is therefore 
subject to a variety of interpretations, both narrow and expansive.”).  
25 For example, the British government advanced this interpretation in its briefing before the International Court of Justice 
during the 1996 Nuclear Weapons Advisory Opinion process, stating: “While the Martens Clause makes clear that the 
absence of a specific treaty provision on the use of nuclear weapons is not, in itself, sufficient to establish that such 
weapons are capable of lawful use, the Clause does not, on its own, establish their illegality. The terms of the Martens 
Clause themselves make it necessary to point to a rule of customary international law which might outlaw the use of nuclear 
weapons.” Meron, “The Martens Clause, Principles of Humanity, and Dictates of Public Conscience,” American Journal of 
International Law, p. 85.  
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addresses only one aspect of the clause—established custom—and fails to account for the 
role of the principles of humanity and the dictates of public conscience. Under well-
accepted rules of legal interpretation, a clause should be read to give each of its terms 
meaning.26 Treating the principles of humanity and the dictates of public conscience as 
simply elements of established custom would make them redundant and violate this rule.  
 
Others argue that the Martens Clause is itself a unique source of law.27 They contend that 
plain language of the Martens Clause elevates the principles of humanity and the dictates 
of public conscience to independent legal standards against which to judge unanticipated 
situations and emerging forms of military technology.28 On this basis, a situation or 
weapon that conflicts with either standard is per se unlawful. 
 
Public international law jurist Antonio Cassese adopted a middle approach, treating the 
principles of humanity and dictates of public conscience as “fundamental guidance” for 
the interpretation of international law.29 Cassese wrote that “[i]n case of doubt, 
international rules, in particular rules belonging to humanitarian law, must be construed 
so as to be consonant with general standards of humanity and the demands of public 
conscience.”30 International law should, therefore, be understood not to condone 
situations or technologies that raise concerns under these prongs of the Martens Clause.  

                                                           
26 France v. Greece, Permanent Court of International Justice, Judgement No. 22, March 17, 1934, 
http://www.worldcourts.com/pcij/eng/decisions/1934.03.17_lighthouses.htm (accessed July 15, 2018), para. 106 (Separate 
Opinion of M. Anzilotti) (“[I]t is a fundamental rule in interpreting legal texts that one should not lightly admit that they 
contain superfluous words: the right course, whenever possible, is to seek for an interpretation which allows a reason and a 
meaning to every word in the text.”).  
27 See, for example, Michael Salter, “Reinterpreting Competing Interpretations of the Scope and Potential of the Martens 
Clause,” Journal of Conflict and Security Law, vol. 17, no. 3 (2012), p. 421.  
28 See, for example, In re Krupp, Judgment of July 31, 1948, in Trials of War Criminals before the Nuremberg Military Tribunals: 
“The Krupp Case,” p. 1340 (asserting that the Martens Clause “is much more than a pious declaration”). See also Cassese, 
“The Martens Clause,” European Journal of International Law, p. 210 (asserting that most of the states that appeared before 
the International Court of Justice with regards to the Nuclear Weapons Advisory Opinion “suggested—either implicitly or in a 
convoluted way—the expansion of the scope of the clause so as to upgrade it to the rank of a norm establishing new sources 
of law”); ICRC, A Guide to the Legal Review of New Weapons, Means and Methods of Warfare: Measures to Implement Article 
36 of Additional Protocol I of 1977 (2006), http://www.icrc.org/eng/resources/documents/publication/p0902.htm 
(accessed July 15, 2018), p. 17 (stating, “A weapon which is not covered by existing rules of international humanitarian law 
would be considered contrary to the Martens clause if it is determined per se to contravene the principles of humanity or the 
dictates of public conscience.”). 
29 Cassese, “The Martens Clause,” European Journal of International Law, p. 212. 
30 Ibid. See also Jochen von Bernstorff, “Martens Clause,” Max Planck Encyclopedia of Public International Law, updated 
December 2009, http://opil.ouplaw.com/search?sfam=&q=Martens+Clause+&prd=EPIL&searchBtn=Search (accessed July 
15, 2018), para. 13 (“A second reading sees the clause as an interpretative device according to which, in case of doubt, rules 
of international humanitarian law should be interpreted according to ‘principles of humanity’ and ‘dictates of public 
conscience.’”). 
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At a minimum, the Martens Clause provides factors for states to consider as they approach 
emerging weapons technology, including fully autonomous weapons. In 2018, the ICRC 
acknowledged the “debate over whether the Martens Clause constitutes a legally-binding 
yardstick against which the lawfulness of a weapon must be measured, or rather an ethical 
guideline.”31 It concluded, however, that “it is clear that considerations of humanity and 
public conscience have driven the evolution of international law on weapons, and these 
notions have triggered the negotiation of specific treaties to prohibit or limit certain 
weapons.”32 If concerns about a weapon arise under the principles of humanity or dictates 
of public conscience, adopting new, more specific law that eliminates doubts about the 
legality of a weapon can increase protections for civilians and combatants.  
 
The Martens Clause also makes moral considerations legally relevant. It is codified in 
international treaties, yet it requires evaluating a situation or technology according to the 
principles of humanity and dictates of public conscience, both of which incorporate 
elements of morality. Peter Asaro, a philosopher of science and technology, writes that the 
Martens Clause invites “moral reflection on the role of the principles of humanity and the 
dictates of public conscience in articulating and establishing new [international 
humanitarian law].”33 While a moral assessment of fully autonomous weapons is important 
in its own right, the Martens Clause also makes it a legal requirement in the absence of 
specific law.  
 

Precedent of the Preemptive Ban on Blinding Lasers 
States, international organizations, and civil society have invoked the Martens Clause in 
previous deliberations about unregulated, emerging technology.34 They found it especially 
applicable to discussions of blinding lasers in the 1990s. These groups explicitly and 

                                                           
31 ICRC, “Ethics and Autonomous Weapons Systems: An Ethical Basis for Human Control?” April 3, 2018, 
https://www.icrc.org/en/document/ethics-and-autonomous-weapon-systems-ethical-basis-human-control (accessed July 
15, 2018), p. 6. The ICRC has elsewhere acknowledged that states must take the Martens Clause into account when 
conducting weapons reviews. ICRC, A Guide to the Legal Review of New Weapons, Means and Methods of Warfare, p. 17. 
32 ICRC, “Ethics and Autonomous Weapons Systems: An Ethical Basis for Human Control?” p. 6. 
33 Peter Asaro, “Jus nascendi, Robotic Weapons and the Martens Clause,” in Robot Law, eds. Ryan Calo, Michael Froomkin, 
and Ian Kerr (Cheltenham, UK: Edward Elgar Publishing, 2016), 
https://www.elgaronline.com/view/9781783476725.00024.xml (accessed July 15, 2018), p. 386. 
34 ICRC, “Ethics and Autonomous Weapons Systems: An Ethical Basis for Human Control?” p. 6. 
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implicitly referred to elements of the Martens Clause as justification for preemptively 
banning blinding lasers. CCW Protocol IV, adopted in 1995, codifies the prohibition.35  
 
During a roundtable convened by the ICRC in 1991, experts highlighted the relevance of the 
Martens Clause. ICRC lawyer Louise Doswald-Beck argued that “[d]ecisions to impose 
specific restrictions on the use of certain weapon may be based on policy considerations,” 
and “that the criteria enshrined in the Martens clause [should] be particularly taken into 
account.”36 Another participant said that “the Martens clause particularly addresses the 
problem of human suffering so that the ‘public conscience’ refers to what is seen as 
inhumane or socially unacceptable.”37 
 
Critics of blinding lasers spoke in terms that demonstrated the weapons raised concerns 
under the principles of humanity and dictates of public conscience. Several speakers at 
the ICRC-convened meetings concurred that “weapons designed to blind are … socially 
unacceptable.”38 ICRC itself “appealed to the ‘conscience of humanity’” in advocating for a 
prohibition.39 At the CCW’s First Review Conference, representatives of UN agencies and 
civil society described blinding lasers as “inhumane,”40 “abhorrent to the conscience of 
humanity,”41 and “unacceptable in the modern world.”42 A particularly effective ICRC public 
awareness campaign used photographs of soldiers blinded by poison gas during World 
War I to emphasize the fact that permanently blinding soldiers is cruel and inhumane. 
 

                                                           
35 CCW Protocol on Blinding Lasers (CCW Protocol IV), adopted October 13, 1995, entered into force July 30, 1998, art. 1. For a 
discussion of the negotiating history of this protocol and its relationship to discussions about fully autonomous weapons, 
see Human Rights Watch and IHRC, Precedent for Preemption: The Ban on Blinding Lasers as a Model for a Killer Robots 
Prohibition, November 2015, https://www.hrw.org/sites/default/files/supporting_resources/robots_and_lasers_final.pdf, 
pp. 3-7.  
36 ICRC, Blinding Weapons: Reports of the Meetings of Experts Convened by the ICRC on Battlefield Laser Weapons, 1989-
1991 (Geneva: ICRC, 1993), p. 342 (emphasis in original removed). 
37 Ibid., p. 341. 
38 Ibid., p. 85. 
39 Louise Doswald-Beck, “New Protocol on Blinding Laser Weapons,” International Review of the Red Cross, no. 312 (1996),  
https://www.icrc.org/eng/resources/documents/article/other/57jn4y.htm (accessed July 15, 2018).  
40 Summary of Statement by Human Rights Watch, CCW First Review Conference, “Summary Record of the 6th Meeting,” 
CCW/CONF.I/SR.6, September 28, 1995, para. 60.  
41 Summary of Statement by the UN Development Programme, CCW First Review Conference, “Summary Record of the 5th 
Meeting,” CCW/CONF.I/SR.5, September 27, 1995, para. 50. 
42 Summary of Statement by Christoffel Blindenmission (CBM), CCW First Review Conference, “Summary Record of the 6th 
Meeting,” CCW/CONF.I/SR.6, September 28, 1995, para. 51. CBM is an international Christian development organization.  
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Such characterizations of blinding lasers were linked to the need for a preemptive ban. For 
example, during debate at the First Review Conference, Chile expressed its hope that the 
body “would be able to establish guidelines for preventative action to prohibit the 
development of inhumane technologies and thereby to avoid the need to remedy the 
misery they might cause.”43 In a December 1995 resolution urging states to ratify Protocol 
IV, the European Parliament declared that “deliberate blinding as a method of warfare is 
abhorrent.”44 Using the language of the Martens Clause, the European Parliament stated 
that “deliberate blinding as a method of warfare is … in contravention of established 
custom, the principles of humanity and the dictates of the public conscience.”45 The ICRC 
welcomed Protocol IV as a “victory of civilization over barbarity.”46 
 
The discussions surrounding CCW Protocol IV underscore the relevance of the Martens 
Clause to the current debate about fully autonomous weapons. They show that CCW states 
parties have a history of applying the Martens Clause to controversial weapons. They also 
demonstrate the willingness of these states to preemptively ban a weapon that they find 
counter to the principles of humanity and dictates of public conscience. As will be 
discussed in more depth below, fully autonomous weapons raise significant concerns 
under the Martens Clause. The fact that their impact on armed conflict would be 
exponentially greater than that of blinding lasers should only increase the urgency of filling 
the gap in international law and explicitly banning them.47  
  

                                                           
43 Summary of Statement by Chile, CCW First Review Conference, “Summary Record of the 14th Meeting,” CCW/CONF.I/SR.13, 
May 3, 1996, para. 69.  
44 European Parliament, Resolution on the Failure of the International Conference on Anti-Personnel Mines and Laser 
Weapons, December 4, 1995, https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:51995IP1360&from=EN 
(accessed July 15, 2018).  
45 Ibid. 
46 Doswald-Beck, “New Protocol on Blinding Laser Weapons,” International Review of the Red Cross. 
47 Blinding lasers and fully autonomous weapons would differ in some respects. For example, blinding lasers are a specific 
type of weapon, while fully autonomous weapons constitute a broad class. Instead of undermining the calls for a ban, 
however, the unique qualities of fully autonomous weapons make a preemptive prohibition even more pressing. See Human 
Rights Watch and IHRC, Precedent for Preemption, pp. 17-18. 
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IV. The Principles of Humanity 

 
The Martens Clause divides the principles of international law into established custom, the 
principles of humanity, and the dictates of public conscience. Given that customary law is 
applicable even without the clause, this report assesses fully autonomous weapons under 
the latter two elements. The Martens Clause does not define these terms, but they have 
been the subject of much scholarly and legal discussion.  
 
The relevant literature illuminates two key components of the principles of humanity. 
Actors are required: (1) to treat others humanely, and (2) to show respect for human life 
and dignity. Due to their lack of emotion and judgment, fully autonomous weapons would 
face significant difficulties in complying with either.  
 

Humane Treatment 
Definition 
The first principle of humanity requires the humane treatment of others. The Oxford 
Dictionary defines “humanity” as “the quality of being humane; benevolence.”48 The 
obligation to treat others humanely is a key component of international humanitarian law 
and international human rights law.49 It appears, for example, in common Article 3 and 
other provisions of the Geneva Conventions, numerous military manuals, international 
case law, and the International Covenant on Civil and Political Rights.50 Going beyond 

                                                           
48 English Oxford Living Dictionaries, “humanity,” https://en.oxforddictionaries.com/definition/humanity (accessed July 15, 
2018). See also Merriam Webster, “humanity,” https://www.merriam-webster.com/dictionary/humanity (accessed July 15, 
2018) (defining humanity as “compassionate, sympathetic, or generous behavior or disposition; the quality or state of being 
humane”).  
49 See ICRC, “Rule 87: Humane Treatment,” Customary International Humanitarian Law Database, https://ihl-
databases.icrc.org/customary-ihl/eng/docs/v1_rul_rule87 (accessed July 15, 2018). 
50 Ibid. See also V.V. Pustogarov, “The Martens Clause in International Law,” Journal of the History of International Law, vol. 
125 (1999), p. 133 (noting, “the principles of humanity are expressed concretely in the provisions prescribing ‘humane 
treatment’ of the wounded, the sick, prisoners of war and other persons falling beneath the protection of the Geneva 
Conventions of 1949 and the Protocols of 1977. One can say that ‘humane treatment’ is the main content of humanitarian 
law.”). In addition, Article 10(1) of the International Covenant on Civil and Political Rights provides, “All persons deprived of 
their liberty shall be treated with humanity”; International Covenant on Civil and Political Rights (ICCPR), adopted December 
16, 1966, G.A. Res. 2200A (XXI), 21 U.N. GAOR Supp. (No. 16) at 52, U.N. Doc.A/6316 (1966), 999 U.N.T.S. 171, entered into 
force March 23, 1976, art. 10(1).  
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these sources, the Martens Clause establishes that human beings must be treated 
humanely, even when specific law does not exist.51 
 
In order to treat other human beings humanely, one must exercise compassion and make 
legal and ethical judgments.52 Compassion, according to the ICRC’s fundamental 
principles, is the “stirring of the soul which makes one responsive to the distress of 
others.”53 To show compassion, an actor must be able to experience empathy—that is, to 
understand and share the feelings of another—and be compelled to act in response.54 This 
emotional capacity is vital in situations when determinations about the use of force are 
made.55 It drives actors to make conscious efforts to minimize the physical or 
psychological harm they inflict on human beings. Acting with compassion builds on the 
premise that “capture is preferable to wounding an enemy, and wounding him better than 
killing him; that non-combatants shall be spared as far as possible; that wounds inflicted 
be light as possible, so that the injured can be treated and cured; and that the wounds 
cause the least possible pain.”56  
 
While compassion provides a motivation to act humanely, legal and ethical judgment 
provides a means to do so. To act humanely, an actor must make considered decisions as 

                                                           
51 ICRC, “The Fundamental Principles of the Red Cross: Commentary,” January 1, 1979, 
https://www.icrc.org/eng/resources/documents/misc/fundamental-principles-commentary-010179.htm (accessed July 15, 
2018). 
52 English Oxford Living Dictionaries, “humane,” https://en.oxforddictionaries.com/definition/humane (accessed July 15, 
2018) (defining “humane” as “having or showing compassion or benevolence”). 
53 ICRC, “The Fundamental Principles of the Red Cross: Commentary,” January 1, 1979.  
54 In this report, the term “actor” is used to describe an agent deployed in situations, including armed conflict, where they 
are charged with making moral decisions, i.e., those in which a person’s actions have the potential to harm or help others. 
Thus, both human beings and fully autonomous weapons are actors for the purposes of this paper. All actors are required, 
pursuant to the Martens Clause, to comply with the principles of humanity. For a definition of empathy, see English Oxford 
Living Dictionaries, “empathy,” https://en.oxforddictionaries.com/definition/empathy (accessed July 15, 2018). Anneliese 
Klein-Pineda has also commented that “both empathy and sympathy require the ability to interpret actions and perceive the 
motivations or feelings of others.” Anneliese Klein-Pineda, “The Ethics of Robots: Is There an Algorithm for Morality?” 
Stashlearn, December 22, 2016, https://learn.stashinvest.com/robot-ethics-morality (accessed July 15, 2018). 
55 Christof Heyns, then special rapporteur on extrajudicial, summary, or arbitrary executions, wrote that “[d]ecisions over life 
and death in armed conflict may require compassion and intuition.” Report of the Special Rapporteur on Extrajudicial, 
Summary or Arbitrary Executions, Christof Heyns, Lethal Autonomous Robotics and the Protection of Life, UN Human Rights 
Council, A/HRC/23/47, April 9, 2013, 
https://www.ohchr.org/Documents/HRBodies/HRCouncil/RegularSession/Session23/A-HRC-23-47_en.pdf (accessed July 
15, 2018), para. 55.  
56 Jean Pictet, Development and Principles of International Humanitarian Law (Geneva: Martinus Nijoff and Henry Dunant 
Institute, 1985), p. 62. 
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to how to minimize harm.57 Such decisions are based on the ability to perceive and 
understand one’s environment and to apply “common sense and world knowledge” to a 
specific circumstance.58 Philosophy professor James Moor notes that actors must possess 
the capacity to “identify and process ethical information about a variety of situations and 
make sensitive determinations about what should be done in those situations.”59 In this 
way, legal and ethical judgment helps an actor weigh relevant factors to ensure treatment 
meets the standards demanded by compassion. Judgment is vital to minimizing suffering: 
one can only refrain from harming humans if one both recognizes the possible harms and 
knows how to respond.60 
 

Application to Fully Autonomous Weapons 
Fully autonomous weapons would face significant challenges in complying with the principle 
of humane treatment because compassion and legal and ethical judgment are human 
characteristics. Empathy, and the compassion for others that it engenders, come naturally to 
human beings. Most humans have experienced physical or psychological pain, which drives 
them to avoid inflicting unnecessary suffering on others. Their feelings transcend national 
and other divides. As the ICRC notes, “feelings and gestures of solidarity, compassion, and 
selflessness are to be found in all cultures.”61 People’s shared understanding of pain and 
suffering leads them to show compassion towards fellow human beings and inspires 
reciprocity that is, in the words of the ICRC, “perfectly natural.”62  
 
Regardless of the sophistication of a fully autonomous weapon, it could not experience 
emotions.63 There are some advantages associated with being impervious to emotions 
such as anger and fear, but a robot’s inability to feel empathy and compassion would 
severely limit its ability to treat others humanely. Because they would not be sentient 

                                                           
57 English Oxford Living Dictionaries, “judgement,” https://en.oxforddictionaries.com/definition/judgement (accessed July 
15, 2018) (defining “judgement” as “the ability to make considered decisions or come to sensible conclusions”).  
58 James H. Moor, “The Nature, Importance, and Difficulty of Machine Ethics,” IEEE Intelligent Systems, vol. 21, no. 4, (2006), 
https://ieeexplore.ieee.org/document/1667948/ (accessed July 15, 2018), p. 21. 
59 James H. Moor, “Four Kinds of Ethical Robot” Philosophy Now, vol. 72 (2007), p. 12.  
60 Moor, “The Nature, Importance, and Difficulty of Machine Ethics,” IEEE Intelligent Systems, p. 21. 
61 ICRC, “The Fundamental Principles of the Red Cross and Red Crescent,” 1996, 
https://www.icrc.org/eng/assets/files/other/icrc_002_0513.pdf (accessed July 15, 2018) p. 2.  
62 Ibid. 
63 English Oxford Living Dictionaries, “emotion,” https://en.oxforddictionaries.com/definition/emotion (accessed July 
15,2018) (defining emotion as “a strong feeling deriving from one's circumstances, mood, or relationships with others” and 
“instinctive or intuitive feeling as distinguished from reasoning or knowledge”). 
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beings, fully autonomous weapons could not know physical or psychological suffering. As 
a result, they would lack the shared experiences and understandings that cause humans 
to relate empathetically to the pain of others, have their “souls stirred,” and be driven to 
exercise compassion towards other human beings. Amanda Sharkey, a professor of 
computer science, has written that “current robots, lacking living bodies, cannot feel pain, 
or even care about themselves, let alone extend that concern to others. How can they 
empathize with a human’s pain or distress if they are unable to experience either 
emotion?”64 Fully autonomous weapons would therefore face considerable difficulties in 
guaranteeing their acts are humane and in compliance with the principles of humanity. 
 
Robots would also not possess the legal and ethical judgment necessary to minimize harm 
on a case-by-case basis.65 Situations involving use of force, particularly in armed conflict, 
are often complex and unpredictable and can change quickly. Fully autonomous weapons 
would therefore encounter significant obstacles to making appropriate decisions regarding 
humane treatment. After examining numerous studies in which researchers attempted to 
program ethics into robots, Sharkey found that robots exhibiting behavior that could be 
described as “ethical” or “minimally ethical” could operate only in constrained 
environments. Sharkey concluded that robots have limited moral capabilities and 
therefore should not be used in circumstances that “demand moral competence and an 
understanding of the surrounding social situation.”66 Complying with international law 
frequently requires subjective decision-making in complex situations. Fully autonomous 
weapons would have limited ability to interpret the nuances of human behavior, 
understand the political, socioeconomic, and environmental dynamics of the situation, 
and comprehend the humanitarian risks of the use of force in a particular context.67 These 
limitations would compromise the weapons’ ability to ensure the humane treatment of 
civilians and combatants and comply with the first principle of humanity. 
 

                                                           
64 Amanda Sharkey, “Can We Program or Train Robots to be Good?” Ethics and Information Technology (2017), accessed 
August 3, 2018, doi.org/10.1007/s10676-017-9425-5, p. 8. 
65 See Olivia Goldhill, “Can We Trust Robots to Make Moral Decisions?” Quartz, April 3, 2016, https://qz.com/653575/can-
we-trust-robots-to-make-moral-decisions/ (accessed July 15, 2018) (noting, “it’s unlikely robots will be able to address the 
most sophisticated ethical decisions for the foreseeable future.”). 
66 Sharkey, “Can We Program or Train Robots to be Good?” Ethics and Information Technology, p. 1. 
67 Mary Wareham (Human Rights Watch), “It’s Time for a Binding, Absolute Ban on Fully Autonomous Weapons,” 
commentary, Equal Times, November 9, 2017, https://www.hrw.org/news/2017/11/09/its-time-binding-absolute-ban-fully-
autonomous-weapons. 
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Respect for Human Life and Dignity  
Definition  
A second principle of humanity requires actors to respect both human life and human 
dignity. Christof Heyns, former special rapporteur on extrajudicial, summary or arbitrary 
executions, highlighted these related but distinct concepts when he posed two questions 
regarding fully autonomous weapons: “[C]an [they] do or enable proper targeting?” and 
“Even if they can do proper targeting, should machines hold the power of life and death 
over humans?”68 The first considers whether a weapon can comply with international law’s 
rules on protecting life. The second addresses the “manner of targeting” and whether it 
respects human dignity.69  
 
In order to respect human life, actors must take steps to minimize killing.70 The right to life 
states that “[n]o one shall be arbitrarily deprived of his life.”71 It limits the use of lethal 
force to circumstances in which it is absolutely necessary to protect human life, 
constitutes a last resort, and is applied in a manner proportionate to the threat.72 Codified 
in Article 6 of the International Covenant on Civil and Political Rights, the right to life has 
been recognized as the “supreme right” of international human rights law, which applies 
under all circumstances. During times of armed conflict, international humanitarian law 
determines what constitutes arbitrary or unjustified deprivation of life. It requires that 
actors comply with the rules of distinction, proportionality, and military necessity in 
situations of armed conflict.73 
 

                                                           
68 Christof Heyns, “Autonomous Weapons in Armed Conflict and the Right to a Dignified Life: An African Perspective,” South 
African Journal on Human Rights, vol. 33 (2017), accessed July 1, 2018, doi.org/10.1080/02587203.2017.1303903, p. 51.  
69 Ibid., p. 58.  
70 ICRC, “The Fundamental Principles of the International Red Cross and Red Crescent Movement,” August 2015, 
https://www.icrc.org/sites/default/files/topic/file_plus_list/4046-the_fundamental_principles_of_the_international_red_cr
oss_and_red_crescent_movement.pdf (accessed July 21, 2018), p. 3. 
71 ICCPR, art. 6(1). 
72 For more a more detailed analysis of the requirements for use of force under the right to life, see Human Rights Watch and 
IHRC, Shaking the Foundations: The Human Rights Implications of Killer Robots, May 2014, 
https://www.hrw.org/report/2014/05/12/shaking-foundations/human-rights-implications-killer-robots, pp. 8-16.  
73 ICRC, “Rule 1 The Principle of Distinction between Civilians and Combatants,” Customary International Humanitarian Law 
Database, https://ihl-databases.icrc.org/customary-ihl/eng/docs/v1_rul_rule1 (accessed July 21, 2018); ICRC, “Rule 14: 
Proportionality in Attack,” Customary International Humanitarian Law Database, https://ihl-databases.icrc.org/customary-
ihl/eng/docs/v1_rul_rule14 (accessed August 6, 2018); “Military Necessity,” in ICRC, How Does Law Protect in War?, 
https://casebook.icrc.org/glossary/military-necessity (accessed July 21, 2018). 
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Judgment and emotion promote respect for life because they can serve as checks on 
killing. The ability to make legal and ethical judgments can help an actor determine which 
course of action will best protect human life in the infinite number of potential unforeseen 
scenarios. An instinctive resistance to killing provides a psychological motivation to 
comply with, and sometimes go beyond, the rules of international law in order to minimize 
casualties.  
 
Under the principles of humanity, actors must also respect the dignity of all human beings. 
This obligation is premised on the recognition that every human being has inherent worth 
that is both universal and inviolable.74 Numerous international instruments—including the 
Universal Declaration of Human Rights, the International Covenant on Civil and Political 
Rights, the Vienna Declaration and Programme of Action adopted at the 1993 World Human 
Rights Conference, and regional treaties—enshrine the importance of dignity as a 
foundational principle of human rights law.75 The Africa Charter on Human and Peoples’ 
Rights explicitly states that individuals have “the right to the respect of the dignity 
inherent in a human being.”76 
 
While respect for human life involves minimizing the number of deaths and avoiding 
arbitrary or unjustified ones, respect for human dignity requires an appreciation of the 
gravity of a decision to kill.77 The ICRC explained that it matters “not just if a person is 
killed or injured but how they are killed or injured, including the process by which these 
decisions are made.”78 Before taking a life, an actor must truly understand the value of a 
human life and the significance of its loss. Humans should be recognized as unique 
                                                           
74 English Oxford Living Dictionaries, “dignity,” https://en.oxforddictionaries.com/definition/dignity (accessed July 21, 
2018) (defining “dignity” as “the quality of being worthy or honourable”). See also Jack Donnelly, “Human Dignity and 
Human Rights,” in Swiss Initiative to Commemorate the 60th Anniversary of the UDHR, Protecting Dignity: Agenda for Human 
Rights, June 2009, https://www.legal-tools.org/doc/e80bda/pdf/ (accessed July 21, 2018), p. 10; Human Rights Watch and 
IHRC, Shaking the Foundations, p. 3; José Pablo Alzina de Aguilar, “Human Dignity according to International Instruments on 
Human Rights,” Revista Electrónica de Estudios Internacionales, vol. 22 (2011), p. 8. (“[International human rights 
instruments] also say that rights which stem from that dignity, or at least the most important ones, are universal and 
inviolable.”). 
75 For example, the preamble of the Universal Declaration of Human Rights asserts that “recognition of the inherent 
dignity and of the equal and inalienable rights of all members of the human family is the foundation of freedom, justice and 
peace in the world.” Universal Declaration of Human Rights (UDHR), adopted December 10, 1948, G.A. Res. 217A(III), U.N. 
Doc. A/810 at 71 (1948), pmbl., para. 1. 
76 African Charter on Human and Peoples’ Rights (Banjul Charter), adopted June 27, 1981, CAB/LEG/67/3 rev. 5, 21 I.L.M. 58, 
entered into force October 21, 1986, art. 7. 
77 There is an overlap between the types of respect to the extent that an actor who truly respects human dignity is more likely 
to take the actions required in order to protect human life. 
78 ICRC, “Ethics and Autonomous Weapons Systems: An Ethical Basis for Human Control?” p. 10. 
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individuals and not reduced to objects with merely instrumental or no value.79 If an actor 
kills without taking into account the worth of the individual victim, the killing undermines 
the fundamental notion of human dignity and violates this principle of humanity.  
 

Application to Fully Autonomous Weapons 
It is highly unlikely that fully autonomous weapons would be able to respect human life 
and dignity. Their lack of legal and ethical judgment would interfere with their capacity to 
respect human life. For example, international humanitarian law’s proportionality test 
requires commanders to determine whether anticipated military advantage outweighs 
expected civilian harm on a case-by-case basis. Given the infinite number of contingencies 
that may arise on the battlefield, fully autonomous weapons could not be preprogrammed 
to make such determinations. The generally accepted standard for assessing 
proportionality is whether a “reasonable military commander” would have launched a 
particular attack,80 and reasonableness requires making decisions based on ethical as 
well as legal considerations.81 Unable to apply this standard to the proportionality 
balancing test, fully autonomous weapons would likely endanger civilians and potentially 
violate international humanitarian law.82  
 
Fully autonomous weapons would also lack the instinctual human resistance to killing that 
can protect human life beyond the minimum requirements of the law.83 An inclination to 

                                                           
79 Heyns, “Autonomous Weapons in Armed Conflict and the Right to a Dignified Life,” South African Journal on Human Rights, 
pp. 62-63 (stating, “A central thrust of the notion of human dignity is the idea that humans should not be treated as 
something similar to an object that simply has an instrumental value (as is the case e.g. with slavery or rape) or no value at 
all (as with many massacres.”).  
80 Human Rights Watch and IHRC, Making the Case, p. 6. See also Final Report to the Prosecutor by the Committee 
Established to Review the NATO Bombing Campaign against the Federal Republic of Yugoslavia, International Criminal 
Tribunal for the Former Yugoslavia, 
http://www.difesa.it/SMD_/CASD/IM/ISSMI/Corsi/Corso_Consigliere_Giuridico/Documents/72470_final_report.pdf 
(accessed July 21, 2018), para. 50. 
81 Human Rights Watch and IHRC, Making the Case, p. 7. See also Olivier Corten, “Reasonableness in International Law,” Max 
Planck Encyclopedia of Public International Law, updated March 2013, 
http://opil.ouplaw.com/view/10.1093/law:epil/9780199231690/law-9780199231690-e1679?prd=EPIL#law-
9780199231690-e1679-div1-1 (accessed July 22, 2018), para. 1 (noting, “Reasonableness is also generally perceived as 
opening the door to several ethical or moral, rather than legal, considerations.”).  
82 Fully autonomous weapons would face the same difficulties determining whether force is necessary and proportionate in 
law enforcement situations and avoiding it when possible, which are requirements for upholding the right to life. See Human 
Rights Watch and IHRC, Shaking the Foundations, pp. 8-14. See also Peter Asaro, “‘Hands Up, Don’t Shoot!’ HRI and the 
Automation of Police Use of Force,” Journal of Human-Robot Interaction, vol. 5, no. 3, (2016), 
http://humanrobotinteraction.org/journal/index.php/HRI/article/view/301/pdf_37 (accessed July 22, 2018).  
83 Heyns, “Autonomous Weapons in Armed Conflict and the Right to a Dignified Life,” South African Journal on Human Rights, 
p. 64. 
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avoid killing comes naturally to most people because they have an innate appreciation for 
the inherent value of human life. Empirical research demonstrates the reluctance of human 
beings to take the lives of other humans. For example, a retired US Army Ranger who 
conducted extensive research on killing during armed conflict found that “there is within 
man an intense resistance to killing their fellow man. A resistance so strong that, in many 
circumstances, soldiers on the battlefield will die before they can overcome it.”84 As 
inanimate objects, fully autonomous weapons could not lose their own life or understand 
the emotions associated with the loss of the life of a loved one. It is doubtful that a 
programmer could replicate in a robot a human’s natural inclination to avoid killing and to 
protect life with the complexity and nuance that would mirror human decision making.  
 
Fully autonomous weapons could not respect human dignity, which relates to the process 
behind, rather the consequences of, the use of force.85 As machines, they could truly 
comprehend neither the value of individual life nor the significance of its loss. They would 
base decisions to kill on algorithms without considering the humanity of a specific 
victim.86 Moreover, these weapons would be programmed in advance of a scenario and 
could not account for the necessity of lethal force in a specific situation. In a CCW 
presentation as special rapporteur, Christof Heyns explained that:  
 

to allow machines to determine when and where to use force against 
humans is to reduce those humans to objects; they are treated as mere 
targets. They become zeros and ones in the digital scopes of weapons 
which are programmed in advance to release force without the ability to 
consider whether there is no other way out, without a sufficient level of 
deliberate human choice about the matter.87 

 

                                                           
84 Lt. Col. Dave Grossman, On Killing: The Psychological Cost of Learning to Kill in War and Society (New York: Little, Brown 
and Company, 1995), p. 4. Similarly, Armin Krishnan wrote that “One of the greatest restraints for the cruelty in war has 
always been the natural inhibition of humans not to kill or hurt fellow human beings. The natural inhibition is, in fact, so 
strong that most people would rather die than kill somebody.” Armin Krishnan, Killer Robots: Legality and Ethicality of 
Autonomous Weapons (Farnham: Ashgate Publishing Limited, 2009), p. 130.  
85 ICRC, “Ethics and Autonomous Weapons Systems: An Ethical Basis for Human Control?” pp. 10, 12. 
86 The ICRC has stated that the importance of respecting the individual personality and dignity of the individual is vital to the 
principle of humanity. See ICRC, “The Fundamental Principles of the Red Cross: Commentary,” January 1, 1979.  
87 Christof Heyns, “Autonomous Weapon Systems: Human Rights and Ethical Issues” (presentation to the CCW Meeting of 
Experts on Lethal Autonomous Weapon Systems, April 14, 2016), transcript on file with Human Rights Watch. 
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Mines Action Canada similarly concluded that “[d]eploying [fully autonomous weapons] in 
combat displays the belief that any human targeted in this way does not warrant the 
consideration of a live operator, thereby robbing that human life of its right to dignity.”88 
Allowing a robot to take a life when it cannot understand the inherent worth of that life or 
the necessity of taking it disrespects and demeans the person whose life is taken. It is 
thus irreconcilable with the principles of humanity enshrined in the Martens Clause. 
 
When used in appropriate situations, AI has the potential to provide extraordinary benefits 
to humankind. Allowing robots to make determinations to kill humans, however, would be 
contrary to the Martens Clause, which merges law and morality. Limitations in the 
emotional, perceptive, and ethical capabilities of these machines significantly hinder their 
ability to treat other human beings humanely and to respect human life and dignity. 
Consequently, the use of these weapons would be incompatible with the principles of 
humanity as set forth in the Martens Clause. 
  

                                                           
88 Erin Hunt and Piotr Dobrzynski, “The Right to Dignity and Autonomous Weapons Systems,” CCW Report, April 11, 2018, 
http://reachingcriticalwill.org/images/documents/Disarmament-fora/ccw/2018/gge/reports/CCWR6.3.pdf (accessed July 
22, 2018), p. 5. 
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V. The Dictates of Public Conscience 

 
The Martens Clause states that in the absence of treaty law, the dictates of public 
conscience along with the principles of humanity protect civilians and combatants. The 
reference to “public conscience” instills the law with morality and requires that 
assessments of the means and methods of war account for the opinions of citizens and 
experts as well as governments. The reactions of these groups to the prospect of fully 
autonomous weapons makes it clear that the development, production, and use of such 
technology would raise serious concerns under the Martens Clause.  
 

Definition 
The dictates of public conscience refer to shared moral guidelines that shape the actions 
of states and individuals.89 The use of the term “conscience” indicates that the dictates 
are based on a sense of morality, a knowledge of what is right and wrong.90 According to 
philosopher Peter Asaro, conscience implies “feeling compelled by, or believing in, a 
specific moral obligation or duty.”91 The adjective “public” clarifies that these dictates 
reflect the concerns of a range of people and entities. Building on the widely cited work of 
jurist and international humanitarian law expert Theodor Meron, this report looks to two 
sources in particular to determine what qualifies as the public conscience: the opinion of 
the public and the opinions of governments.92 
 

                                                           
89 Larry May, "Hobbes, Law, and Public Conscience," Critical Review of International Social and Political Philosophy, vol. 19, 
(2016): accessed July 22, 2018, doi.org/10.1080/13698230.2015.1122352. See generally Heping Dang, International Law, 
Human Rights, and Public Opinion: The Role of the State in Educating on Human Rights Standards (London: Taylor & Francis 
Group, 2017).  
90 English Oxford Living Dictionaries, “conscience,” https://en.oxforddictionaries.com/definition/conscience (accessed July 
22, 2018) (defining “conscience” as “[a] person's moral sense of right and wrong, viewed as acting as a guide to one's 
behavior”). See also Merriam-Webster, “conscience," https://www.merriam-webster.com/dictionary/conscience (accessed 
July 22, 2018) (defining “conscience” as “the sense or consciousness of the moral goodness or blameworthiness of one's 
own conduct, intentions, or character together with a feeling of obligation to do right or be good”).  
91 Asaro, “Jus nascendi, Robotic Weapons and the Martens Clause,” pp. 374-375.  
92 Meron notes that looking at a range of opinions helps guard against the potentially immoral views of both governments 
and people. Meron also notes some have argued that international human rights law, which was discussed in Chapter IV of 
this report, can provide play a role in determining the public conscience. Meron, “The Martens Clause, Principles of 
Humanity, and Dictates of Public Conscience,” American Journal of International Law, pp. 83-84 (noting, “public opinion—so 
influential in our era—has a role to play in the development of international law is not an entirely new phenomenon.”).  
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Polling data and the experts’ views provide evidence of public opinion.93 Surveys reveal 
the perspectives and beliefs of ordinary individuals. They can also illuminate nuanced 
differences in the values and understandings of laypeople. While informative, polls, by 
themselves, are not sufficient measures of the public conscience, in part because the 
responses can be influenced by the nature of the questions asked and do not necessarily 
reflect moral consideration.94 The statements and actions of experts, who have often 
deliberated at length on the questions at issue, reflect a more in-depth understanding.95 
Their specific expertise may range from religion to technology to law, but they share a deep 
knowledge of the topic. The views they voice can thus shed light on the moral norms 
embraced by the informed public.96  
 
Governments articulate their stances through policies and in written statements and oral 
interventions at diplomatic meetings and other public fora. Their positions reflect the 
perspectives of countries that differ in economic development, military prowess, political 
systems, religious and cultural traditions, and demographics. Government opinion can 
help illuminate opinio juris, an element of customary international law, which refers to a 
state’s belief that a certain practice is legally obligatory.97  
 

Application to Fully Autonomous Weapons 
The positions of individuals and governments around the world have demonstrated that 
fully autonomous weapons are highly problematic under the dictates of public conscience. 
Through opinion polls, open letters, oral and written statements, in-depth publications, 
and self-imposed guidelines, members of the public have shared their distress and 
outrage at the prospect of these weapons. Government officials from more than 100 

                                                           
93 Asaro, “Jus nascendi, Robotic Weapons and the Martens Clause,” pp. 374-375. See also V.V. Pustogarov, “The Martens 
Clause in International Law,” Journal of the History of International Law, pp. 132-133.  
94 Asaro, “Jus nascendi, Robotic Weapons and the Martens Clause,” pp. 373-374.  
95 Ibid., p. 375 (“Indeed, the best place to look for emerging norms and the dictates of public conscience are in the public 
forums in which states and individuals attempt to grapple with, and articulate that conscience.”).  
96 Ibid. (“That content should also be elicited through public discussion, as well as academic scholarship, artistic and 
cultural expressions, individual reflection, collective action, and additional means, by which society deliberates its collective 
moral conscience.”).  
97 Michael Wood and Omri Sender, “State Practice,” Max Planck Encyclopedia of Public International Law, updated January 
2017, http://opil.ouplaw.com/abstract/10.1093/law:epil/9780199231690/law-9780199231690-
e1107?rskey=RSszP4&result=3&prd=EPIL (accessed July 22, 2018) (“In essence, the practice must be general (that is, 
sufficiently widespread and representative, as well as consistent), and accompanied by a recognition that a rule of law or 
legal obligation is involved.”).  
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countries have expressed similar concerns and spoken in favor of imposing limits on fully 
autonomous weapons.98 While public opposition to fully autonomous weapons is not 
universal, collectively, these voices show that it is both widespread and growing.99 
 

Opinion of the Public 
Public opposition to the development, production, and use of fully autonomous weapons 
is significant and spreading. Several public opinion polls have revealed individuals’ 
resistance to these weapons.100 These findings are mirrored in statements made by leaders 
in the relevant fields of disarmament and human rights, peace and religion, science and 
technology, and industry. While not comprehensive, the sources discussed below 
exemplify the nature and range of public opinion and provide evidence of the public 
conscience.  
 

Surveys 

Public opinion surveys conducted around the world have documented widespread 
opposition to the development, production, and use of these weapons. According to these 
polls, the majority of people surveyed found the prospect of delegating life-and-death 
decisions to machines unacceptable. For example, a 2013 survey of Americans, conducted 
by political science professor Charli Carpenter, found that 55 percent of respondents 
opposed the “trend toward using” fully autonomous weapons.101 This position was shared 

                                                           
98 With the support of the Non-Aligned Movement, which counts more than 100 states as members, this number far 
surpasses 100 nations. See, for example, Statement by Venezuela on behalf of the Non-Aligned Movement, CCW Group of 
Governmental Experts (GGE) on Lethal Autonomous Weapons Systems, Geneva, March 28, 2018, 
https://www.unog.ch/80256EDD006B8954/(httpAssets)/E9BBB3F7ACBE8790C125825F004AA329/$file/CCW_GGE_1_2018_
WP.1.pdf (accessed July 22, 2018); Statement by the African Group, CCW GGE on Lethal Autonomous Weapons Systems, 
Geneva, April 9-13, 2018, http://reachingcriticalwill.org/images/documents/Disarmament-
fora/ccw/2018/gge/statements/9April_African-Group.pdf (accessed July 22, 2018). 
99 For examples of states opposed to a ban, see Statement by the United States, CCW GGE on Lethal Autonomous Weapons 
Systems, Geneva, April 13, 2018, https://geneva.usmission.gov/2018/04/17/u-s-statement-on-the-outcome-of-the-
gge/(accessed July 22, 2018); Statement by Israel, CCW Meeting of States Parties, Geneva, November 15, 2017, 
http://embassies.gov.il/UnGeneva/priorities-statements/Disarmament/Documents/CCW-MSP-
GeneralExchangeViews22.11.2017.pdf (accessed July 22, 2018). 
100 Charli Carpenter, "US Public Opinion Poll on Lethal Autonomous Weapons," June 2013, 
http://duckofminerva.dreamhosters.com/wp-content/uploads/2013/06/UMass-Survey_Public-Opinion-on-Autonomous-
Weapons.pdf (accessed July 22, 2018); Open Roboethics Initiative, “The Ethics and Governance of Lethal Autonomous 
Weapons Systems: An International Public Opinion Poll,” November 9, 2015, http://www.openroboethics.org/wp-
content/uploads/2015/11/ORi_LAWS2015.pdf (accessed July 22, 2018); Chris Jackson, “Three in Ten Americans Support 
Using Autonomous Weapons,” Ipsos, February 7, 2017, https://www.ipsos.com/en-us/news-polls/three-ten-americans-
support-using-autonomous-weapons (accessed July 22, 2018).  
101 Of the 55 percent, 39 percent said they “strongly oppose” and 16 percent “somewhat oppose” using fully autonomous 
weapons. To assess the effects of language, the survey described the weapons as “completely autonomous [robotic 



 

 31 HUMAN RIGHTS WATCH AND IHRC | AUGUST 2018 

roughly equally across genders, ages, and political ideologies. Interestingly, active duty 
military personnel, who understand the realities of armed conflict first hand, were among 
the strongest objectors; 73 percent expressed opposition to fully autonomous weapons.102 
The majority of respondents to this poll also supported a campaign to ban the weapons.103 
A more recent national survey of about 1,000 Belgians, which was released on July 3, 2018, 
found that 60 percent of respondents believed that “Belgium should support international 
efforts to ban the development, production and use of fully autonomous weapons.” Only 
23 percent disagreed.104  
 
International opinion polls have produced similar results. In 2015, the Open Robotics 
Initiative surveyed more than 1,000 individuals from 54 different countries and found that 56 
percent of respondents opposed the development and use of what it called lethal 
autonomous weapons systems.105 Thirty-four percent of all respondents rejected 
development and use because “humans should always be the one to make life/death 
decisions.”106 Other motivations cited less frequently included the weapons’ unreliability, 
the risk of proliferation, and lack of accountability.107 An even larger survey by Ipsos of 11,500 
people from 25 countries produced similar results in 2017.108 This poll explained that the 
United Nations was reviewing the “strategic, legal and moral implications of autonomous 
weapons systems” (equivalent to fully autonomous weapons) and asked participants how 
they felt about the weapons’ use. Fifty-six percent recorded their opposition.109  
 

                                                           
weapons/lethal robots].” Charli Carpenter, “US Public Opinion on Autonomous Weapons.” These figures are based on a 
nationally representative online poll of 1,000 Americans conducted by Yougov.com. Respondents were an invited group of 
Internet users (YouGov Panel) matched and weighted on gender, age, race, income, region, education, party identification, 
voter registration, ideology, political interest, and military status. The margin of error for the results is +/- 3.6 percent.  
102 Ibid. 
103 Ibid. According to the survey, 33 percent said they “strongly support” a campaign and 20 percent said they “somewhat 
support” it.  
104 Willem Staes, “Nieuw onderzoek: 60% van de Belgen wil internationaal verbod op ‘killer robots,’” Pax Christi Vlaanderen, 
July 3, 2018, https://www.paxchristi.be/nieuws/nieuw-onderzoek-60-van-de-belgen-wil-internationaal-verbod-op-killer-
robots (accessed July 22, 2018) (unofficial translation).  
105 Open Roboethics Initiative, “The Ethics and Governance of Lethal Autonomous Weapons Systems: An International Public 
Opinion Poll,” pp. 4, 8. 
106 Ibid., p. 7.  
107 Ibid. 
108 Chris Jackson, “Three in Ten Americans Support Using Autonomous Weapons.”  
109 Ibid. The countries most strongly opposed to the use of these weapons were Russia (69% opposed), Peru (67% opposed), 
Spain (66% opposed), and Argentina (66% opposed). The countries who viewed their use somewhat favorably were India 
(60% in favor), China (47% in favor), and the US (34% in favor). 
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Nongovernmental and International Organizations 

Providing further evidence of concerns under the dictates of public conscience, experts 
from a range of fields have felt compelled, especially for moral reasons, to call for a 
prohibition on the development, production, and use of fully autonomous weapons. The 
Campaign to Stop Killer Robots, a civil society coalition of 75 NGOs, is spearheading the 
effort to ban fully autonomous weapons.110 Its NGO members are active in more than 30 
countries and include groups with expertise in humanitarian disarmament, peace and 
conflict resolution, technology, human rights, and other relevant fields.111 Human Rights 
Watch, which co-founded the campaign in 2012, serves as its coordinator. Over the past 
six years, the campaign’s member organizations have highlighted the many problems 
associated fully autonomous weapons through dozens of publications and statements 
made at diplomatic meetings and UN events, on social media, and in other fora.112  
 
While different concerns resonate with different people, Steve Goose, director of Human 
Rights Watch’s Arms Division, highlighted the importance of the Martens Clause in his 
statement to the April 2018 CCW Group of Governmental Experts meeting. Goose said:  
 

There are many reasons to reject [lethal autonomous weapons systems] 
(including legal, accountability, technical, operational, proliferation, and 
international security concerns), but ethical and moral concerns—which 
generate the sense of revulsion—trump all. These ethical concerns should 
compel High Contracting Parties of the Convention on Conventional 
Weapons to take into account the Martens Clause in international 
humanitarian law, under which weapons that run counter to the principles 
of humanity and the dictates of the public conscience should not be 
developed.113 

 

                                                           
110 Campaign to Stop Killer Robots, “Who We Are,” April 2018, https://www.stopkillerrobots.org/coalition/ (accessed July 22, 
2018).  
111 Ibid. 
112 See Campaign to Stop Killer Robots, “Bibliography,” https://www.stopkillerrobots.org/bibliography/ (accessed July 22, 
2018).  
113 Statement by Human Rights Watch, CCW GEE on Lethal Autonomous Weapons Systems, Geneva, April 9, 2018, 
https://www.hrw.org/news/2018/04/09/statement-human-rights-watch-convention-conventional-weapons-group-
governmental. 
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The ICRC has encouraged states to assess fully autonomous weapons under the Martens 
Clause and observed that “[w]ith respect to the public conscience, there is a sense of deep 
discomfort with the idea of any weapon system that places the use of force beyond human 
control.”114 The ICRC has repeatedly emphasized the legal and ethical need for human 
control over the critical functions of selecting and attacking targets. In April 2018, it made 
clear its view that “a minimum level of human control is required to ensure compliance 
with international humanitarian law rules that protect civilians and combatants in armed 
conflict, and ethical acceptability in terms of the principles of humanity and the public 
conscience.”115 The ICRC explained that international humanitarian law “requires that 
those who plan, decide upon and carry out attacks make certain judgements in applying 
the norms when launching an attack. Ethical considerations parallel this requirement—
demanding that human agency and intention be retained in decisions to use force.”116 The 
ICRC concluded that a weapon system outside human control “would be unlawful by its 
very nature.”117 
 

Peace and Faith Leaders 

In 2014, more than 20 individuals and organizations that had received the Nobel Peace 
Prize issued a joint letter stating that they “whole-heartedly embrace [the] goal of a 
preemptive ban on fully autonomous weapons” and find it “unconscionable that human 
beings are expanding research and development of lethal machines that would be able to 
kill people without human intervention.”118 The individual signatories to the letter included 
American activist Jody Williams, who led the civil society drive to ban landmines, along 
with heads of state and politicians, human rights and peace activists, a lawyer, a 
journalist, and a church leader.119 Organizational signatory the Pugwash Conferences on 
Science and World Affairs and the Nobel Women’s Initiative, which helped spearhead the 
letter, are both on the steering committee of the Campaign to Stop Killer Robots. 

                                                           
114 Statement by the ICRC, CCW GGE on Lethal Autonomous Weapons Systems, Geneva, November 15, 2017, 
https://www.icrc.org/en/document/expert-meeting-lethal-autonomous-weapons-systems (accessed July 22, 2018).  
115 Statement by the ICRC, CCW GEE on Lethal Autonomous Weapons Systems, Geneva, April 11, 2018, 
http://reachingcriticalwill.org/images/documents/Disarmament-fora/ccw/2018/gge/statements/11April_ICRC.pdf, p. 1.  
116 Ibid.  
117 Ibid.  
118 Nobel Women's Initiative, “Nobel Peace Laureates Call for Preemptive Ban on Killer Robots,” May 12, 2014, 
http://nobelwomensinitiative.org/nobel-peace-laureates-call-for-preemptive-ban-on-killer-robots/?ref=204 (accessed July 
22, 2018). 
119 Ibid. 
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Religious leaders have similarly united against fully autonomous weapons. In 2014, more 
than 160 faith leaders signed an “interreligious declaration calling on states to work 
towards a global ban on fully autonomous weapons.”120 In language that implies concerns 
under the principles of humanity, the declaration describes such weapons as “an affront to 
human dignity and to the sacredness of life.”121 The declaration further criticizes the idea of 
delegating life-and-death decisions to a machine because fully autonomous weapons have 
“no moral agency and, as a result, cannot be held responsible if they take an innocent 
life.”122 The list of signatories encompassed representatives of Buddhism, Catholicism, 
Islam, Judaism, Protestantism, and Quakerism. Archbishop Desmond Tutu signed both this 
declaration and the Nobel Peace Laureates letter. 
 

Science and Technology Experts  

Individuals with technological expertise have also expressed opposition to fully autonomous 
weapons. The International Committee for Robot Arms Control (ICRAC), whose members 
study technology from various disciplines, raised the alarm in 2013 shortly after it co-
founded the Campaign to Stop Killer Robots.123 ICRAC issued a statement endorsed by more 
than 270 experts calling for a ban on the development and deployment of fully autonomous 
weapons.124 Members of ICRAC noted “the absence of clear scientific evidence that robot 
weapons have, or are likely to have in the foreseeable future, the functionality required for 
accurate target identification, situational awareness or decisions regarding the proportional 
use of force” and concluded that “[d]ecisions about the application of violent force must not 
be delegated to machines.”125 While the concerns emphasized in this statement focus on 

                                                           
120 PAX, “Religious Leaders Call for a Ban on Killer Robots,” November 12, 2014, https://www.paxforpeace.nl/stay-
informed/news/religious-leaders-call-for-a-ban-on-killer-robots (accessed July 22, 2018). 
121 Campaign to Stop Killer Robots, “Who Supports the Call to Ban Killer Robots?” June 2017, 
http://www.stopkillerrobots.org/wp-content/uploads/2013/03/KRC_ListBanEndorsers_June2017-1.pdf (accessed July 22, 
2018), p. 1. 
122 PAX, “Religious Leaders Call for a Ban on Killer Robots.” 
123 Frank Sauer, International Committee for Robot Arms Control (ICRAC), “The Scientists’ Call … to Ban Autonomous Lethal 
Robots,” November 11, 2012, https://www.icrac.net/the-scientists-call/ (accessed July 22, 2018).  
124 Campaign to Stop Killer Robots, “Scientists Call for a Ban,” October 16, 2013, 
https://www.stopkillerrobots.org/2013/10/scientists-call/ (accessed July 22, 2018). The signatories hailed from 37 different 
countries and included numerous university professors.  
125 “Computing Experts from 37 Countries Call for Ban on Killer Robots,” ICRAC press release, October 15, 2013, 
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technology, as discussed above the inability to make proportionality decisions can run 
counter to the respect for life and principles of humanity. 
 
In 2015, an even larger group of AI and robotics researchers issued an open letter. As of 
June 2018, more than 3,500 scientists, as well as more than 20,000 individuals, had 
signed this call for a ban.126 The letter warns that these machines could become the 
“Kalashnikovs of tomorrow” if their development is not prevented.127 It states that while 
the signatories “believe that AI has great potential to benefit humanity in many ways,” 
they “believe that a military AI arms race would not be beneficial for humanity. There are 
many ways in which AI can make battlefields safer for humans, especially civilians, 
without creating new tools for killing people.”128  
 
In addition to demanding action from others, thousands of technology experts have 
committed not to engage in actions that would advance the development of fully 
autonomous weapons. At a world congress held in Stockholm in July 2018, leading AI 
researchers issued a pledge to “neither participate in nor support the development, 
manufacture, trade, or use of lethal autonomous weapons.”129 By the end of the month, 
more than 2,850 AI experts, scientists and other individuals along with 223 technology 
companies, societies and organizations from at least 36 countries had signed. The pledge, 
which cites moral, accountability, proliferation, and security-related concerns, finds that 
“the decision to take a human life should never be delegated to a machine.” It states, 
“There is a moral component to this position, that we should not allow machines to make 
life-taking decisions for which others—or nobody—will be culpable.”130 According to the 
Future of Life Institute, which houses the pledge on its website, the pledge is necessary 
because “politicians have thus far failed to put into effect” any regulations and laws 
against lethal autonomous weapons systems.131 
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Industry

High-profile technology companies and their representatives have criticized fully 
autonomous weapons on various grounds. A Canadian robotics manufacturer, Clearpath 
Robotics, became the first company publicly to refuse to manufacture “weaponized robots 
that remove humans from the loop.”132 In 2014, it pledged to “value ethics over potential 
future revenue.”133 In a letter to the public, the company stated that it was motivated by its 
belief that “that the development of killer robots is unwise, unethical, and should be 
banned on an international scale.” Clearpath continued: 
 

[W]ould a robot have the morality, sense, or emotional understanding to 
intervene against orders that are wrong or inhumane? No. Would computers 
be able to make the kinds of subjective decisions required for checking the 
legitimacy of targets and ensuring the proportionate use of force in the 
foreseeable future? No. Could this technology lead those who possess it to 
value human life less? Quite frankly, we believe this will be the case.134 

 
The letter shows that fully autonomous weapons raise problems under both the principles 
of humanity and dictates of public conscience.  
 
In August 2017, the founders and chief executive officers (CEOs) of 116 AI and robotics 
companies published a letter calling for CCW states parties to take action on autonomous 
weapons.135 The letter opens by stating, “As companies building the technologies in 
Artificial Intelligence and Robotics that may be repurposed to develop autonomous 
weapons, we feel especially responsible in raising this alarm.”136 The letter goes on to 
highlight the dangers to civilians, risk of an arms race, and possibility of destabilizing 
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effects. It warns that “[o]nce this Pandora’s box is opened, it will be hard to close.”137 In a 
similar vein in 2018, Scott Phoenix, CEO of Vicarious, a prominent AI development 
company, described developing autonomous weapons as among the “world’s worst ideas” 
because of the likelihood of defects in their codes and vulnerability to hacking.138 
 
Google and the companies under its Alphabet group have been at the center of the debate 
about fully autonomous weapons on multiple occasions. DeepMind is an AI research 
company that was acquired by Google in 2014. In 2016, it submitted evidence to a UK 
parliamentary committee in which it described a ban on autonomous weapons as “the 
best approach to averting the harmful consequences that would arise from the 
development and use of such weapons.”139 DeepMind voiced particular concern about the 
weapons’ “implications for global stability and conflict reduction.”140 Two years later, more 
than 3,000 Google employees protested the company’s involvement with “Project Maven,” 
a US Department of Defense program that aims to use AI to autonomously process video 
footage taken by surveillance drones. The employees argued that the company should 
“not be in the business of war,”141 and more than 1,100 academics supported them in a 
separate letter.142 In June 2018, Google agreed to end its involvement in Project Maven 
once the contract expires in 2019, and it issued ethical principles committing not to 
develop AI for use in weapons. The principles state that Google is “not developing AI for 
use in weapons” and “will not design or deploy AI” for technology that causes “overall 
harm” or “contravenes widely accepted principles of international law and human 
rights.”143  
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Investors in the technology industry have also started to respond to the ethical concerns 
raised by fully autonomous weapons. In 2016, the Ethics Council of the Norwegian 
Government Pension Fund announced that it would monitor investments in the 
development of these weapons to decide whether they are counter to the council’s 
guidelines.144 Johan H. Andresen, council chairman, reiterated that position in a panel 
presentation for CCW delegates in April 2018.145 
 

Opinions of Governments  
Governments from around the world have increasingly shared the views of experts and the 
broader public that the development, production, and use of weapons without meaningful 
human control is unacceptable. As of April 2018, 26 nations—from Africa, Asia, Europe, 
Latin America, and the Middle East—have called for a preemptive ban on fully autonomous 
weapons.146 In addition, more than 100 states, including those of the Non-Aligned 
Movement (NAM), have called for a legally binding instrument on such weapons. In a joint 
statement, members of NAM cited “ethical, legal, moral and technical, as well as 
international peace and security related questions” as matters of concern.147 While a 
complete analysis of government interventions over the past five years is beyond the 
scope of this report, overall the statements have demonstrated that countries oppose the 
loss of human control on moral as well as legal, technical, and other grounds. The 
opinions of these governments, reflective of public concerns, bolster the argument that 
fully autonomous weapons violate the dictates of public conscience.  
 
The principles embedded in the Martens Clause have played a role in international 
discussions of fully autonomous weapons since they began in 2013. In that year, Christof 
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Heyns, then Special Rapporteur on extrajudicial killing, submitted a report to the UN 
Human Rights Council on fully autonomous weapons, which he referred to as “lethal 
autonomous robotics.”148 Emphasizing the importance of human control over life-and-
death decisions, Heyns explained that “[i]t is an underlying assumption of most legal, 
moral and other codes that when the decision to take life or to subject people to other 
grave consequences is at stake, the decision-making power should be exercised by 
humans.”149 He continued: “Delegating this process dehumanizes armed conflict even 
further and precludes a moment of deliberation in those cases where it may be feasible. 
Machines lack morality and mortality, and should as a result not have life and death 
powers over humans.”150 Heyns also named the Martens Clause as one legal basis for his 
determination.151 The 2013 report called for a moratorium on the development of fully 
autonomous weapons until the establishment of an “internationally agreed upon 
framework.”152 A 2016 joint report by Heyns and Maina Kiai, then UN Special Rapporteur on 
freedom of peaceful assembly and of association, went a step further, recommending that 
“[a]utonomous weapons systems that require no meaningful human control should be 
prohibited.”153 
 
In May 2013, in response to Heyns’s report, the UN Human Rights Council held the first 
discussions of the weapons at the international level.154 Of the 20 nations that voiced their 
positions, many articulated concerns about the emerging technology. They often used 
language related to the Martens Clause or morality more generally. Ecuador explicitly 
referred to elements of the Martens Clause and stated that leaving life-and-death 
decisions to machines would contravene the public conscience.155 Indonesia raised 
objections related to the principles of humanity discussed above. It criticized the 
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“possible far-reaching effects on societal values, including fundamentally on the 
protection and the value of life” that could arise from the use of these weapons.156 Russia 
recommended that “particular attention” be paid to the “serious implications for societal 
foundations, including the negating of human life.”157 Pakistan called for a ban based on 
the precedent of the preemptive ban on blinding lasers, which was motivated in large part 
by the Martens Clause.158 Brazil also addressed issues of morality; it said, “If the killing of 
one human being by another has been a challenge that legal, moral, and religious codes 
have grappled with since time immemorial, one may imagine the host of additional 
concerns to be raised by robots exercising the power of life and death over humans.”159 
While Human Rights Council member states also addressed other important risks of fully 
autonomous weapons, especially those related to security, morality was a dominant 
theme.160  
 
Since the Human Rights Council’s session in 2013, most diplomatic discussions have 
taken place under the auspices of the Convention on Conventional Weapons.161 States 
parties to the CCW held three informal meetings of experts on what they refer to as “lethal 
autonomous weapons systems” between 2014 and 2016.162 At their 2016 Review 
Conference, they agreed to formalize discussions in a Group of Governmental Experts, a 
forum that is generally expected to produce an outcome such as a new CCW protocol.163 
More than 80 states participated in the most recent meeting of the group in April 2018. At 
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that meeting, Austria noted that “that CCW’s engagement on lethal autonomous weapons 
stands testimony to the high level of concern about the risk that such weapons entail.”164 It 
also serves as an indication that the public conscience is against this technology.  
 
CCW states parties have highlighted the relevance of the Martens Clause at each of their 
meetings on lethal autonomous weapons systems. At the first meeting in May 2014, for 
example, Brazil described the Martens Clause as a “keystone” of international 
humanitarian law, which “‘allows us to navigate safely in new and dangerous waters’ and 
to feel confident that a human remains protected under the principles of humanity and the 
dictates of public conscience.”165 Mexico found “there is absolutely no doubt that the 
development of these new technologies have to comply with [the] principles” of the 
Martens Clause.166 At the second CCW experts meeting in April 2015, Russia described the 
Martens Clause as “an integral part of customary international law.”167 Adopting a narrow 
interpretation of the provision, the United States said that “the Martens Clause is not a 
rule of international law that prohibits any particular weapon, much less a weapon that 
does not currently exist.” Nevertheless, it acknowledged that “the principles of humanity 
and the dictates of public conscience provide a relevant and important paradigm for 
discussing the moral or ethical issues related to the use of automation in warfare.”168 
 
Several CCW states parties have based their objections to fully autonomous weapons on 
the Martens Clause and its elements. In a joint statement in April 2018, the African Group 
said that the “principles of humanity and dictates of public conscience as enunciated in 
the [Martens] Clause must be taken seriously.”169 The African Group called for a preemptive 
ban on lethal autonomous weapons systems, declaring that its members found “it 
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inhumane, abhorrent, repugnant, and against public conscience for humans to give up 
control to machines, allowing machines to decide who lives or dies, how many lives and 
whose life is acceptable as collateral damage when force is used.”170 The Holy See 
condemned fully autonomous weapons because they “could never be a morally 
responsible subject. The unique human capacity for moral judgment and ethical decision-
making is more than a complex collection of algorithms and such a capacity cannot be 
replaced by, or programed in, a machine.” The Holy See warned that autonomous weapons 
systems could find normal and acceptable “those behaviors that international law 
prohibits, or that, albeit not explicitly outlined, are still forbidden by dictates of morality 
and public conscience.”171 
 
At the April 2018 meeting, other states raised issues under the Martens Clause more 
implicitly. Greece, for example, stated that “it is important to ensure that commanders and 
operators will remain on the loop of the decision making process in order to ensure the 
appropriate human judgment over the use of force, not only for reasons related to 
accountability but mainly to protect human dignity over the decision on life or death.”172 
 
CCW states parties have considered a host of other issues surrounding lethal autonomous 
weapons systems over the past five years. They have highlighted, inter alia, the challenges 
of complying with international humanitarian law and international human rights law, the 
potential for an accountability gap, the risk of an arms race and a lower threshold for war, 
and the weapons’ vulnerability to hacking. Combined with the Martens Clause, these 
issues have led to convergence of views on the imperative of retaining some form of 
human control over weapons systems the use of force. In April 2018, Pakistan noted that 
“a general sense is developing among the High Contracting Parties that weapons with 
autonomous functions must remain under the direct control and supervision of humans at 
all times, and must comply with international law.”173 Similarly, the European Union stated 
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that its members “firmly believe that humans should make the decisions with regard to the 
use of lethal force, exert sufficient control over lethal weapons systems they use, and 
remain accountable for decisions over life and death.”174  
 
The year 2018 has also seen increased parliamentary and UN calls for human control. In 
July, the Belgian Parliament adopted a resolution asking the government to support 
international efforts to ban the use of fully autonomous weapons.175 The same month, the 
European Parliament voted to recommend that the UN Security Council:  
 

work towards an international ban on weapon systems that lack human 
control over the use of force as requested by Parliament on various 
occasions and, in preparation of relevant meetings at UN level, to urgently 
develop and adopt a common position on autonomous weapon systems 
and to speak at relevant fora with one voice and act accordingly.176  

 
In his 2018 disarmament agenda, the UN secretary-general noted, “All sides appear to be 
in agreement that, at a minimum, human oversight over the use of force is necessary.” He 
offered to support the efforts of states “to elaborate new measures, including through 
politically or legally binding arrangements, to ensure that humans remain at all times in 
control over the use of force.”177 While the term remains to be defined, requiring “human 
control” is effectively the same as prohibiting weapons without such control. Therefore, 
the widespread agreement about the necessity of human control indicates that fully 
autonomous weapons contravene the dictates of public conscience. 
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VI. The Need for a Preemptive Ban Treaty 

 
The Martens Clause fills a gap when existing treaties fail to specifically address a new 
situation or technology. In such cases, the principles of humanity and the dictates of 
public conscience serve as guides for interpreting international law and set standards 
against which to judge the means and methods of war. In so doing, they provide a baseline 
for adequately protecting civilians and combatants. The clause, which is a provision of 
international humanitarian law, also integrates moral considerations into legal analysis.  
 
Existing treaties only regulate fully autonomous weapons in general terms, and thus an 
assessment of the weapons should take the Martens Clause into account. Because fully 
autonomous weapons raise concerns under both the principles of humanity and the dictates 
of public conscience, the Martens Clause points to the urgent need to adopt a specific 
international agreement on the emerging technology. To eliminate any uncertainty and 
comply with the elements of the Martens Clause, the new instrument should take the form of 
a preemptive ban on the development, production, and use of fully autonomous weapons.  
 
There is no way to regulate fully autonomous weapons short of a ban that would ensure 
compliance with the principles of humanity. Fully autonomous weapons would lack the 
compassion and legal and ethical judgment that facilitate humane treatment of humans. 
They would face significant challenges in respecting human life. Even if they could comply 
with legal rules of protection, they would not have the capacity to respect human dignity.  
 
Limiting the use of fully autonomous weapons to certain locations, such as those where 
civilians are rare, would not sufficiently address these problems. “Harm to others,” which 
the principle of humane treatment seeks to avoid, encompasses harm to civilian objects, 
which might be present where civilians themselves are not. The requirement to respect 
human dignity applies to combatants as well as civilians, so the weapons should not be 
permitted where enemy troops are positioned. Furthermore, allowing fully autonomous 
weapons to be developed and to enter national arsenals would raise the possibility of their 
misuse. They would likely proliferate to actors with no regard for human suffering and no 
respect for human life or dignity. The 2017 letter from technology company CEOs warned 
that the weapons could be “weapons of terror, weapons that despots and terrorists use 
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against innocent populations, and weapons hacked to behave in undesirable ways.”178 
Regulation that allowed for the existence of fully autonomous weapons would open the 
door to violations of the principles of humanity.  
 
A ban is also necessary to promote compliance with the dictates of public conscience. An 
overview of public opinion shows that ordinary people and experts alike have objected to 
the prospect of fully autonomous weapons on moral grounds. Public opinion surveys have 
illuminated significant opposition to these weapons based on the problems of delegating 
life-and-death decisions to machines. Experts have continually called for a preemptive ban 
on fully autonomous weapons, citing moral along with legal and security concerns. 
Regulation that allows for the existence of fully autonomous weapons, even if they could 
only be used in limited circumstances, would be inconsistent with the widespread public 
belief that fully autonomous weapons are morally wrong.  
 
The statements of governments, another element of the public conscience, illuminate that 
opposition to weapons that lack human control over the selection and engagement of 
targets extends beyond individuals to countries. More than two dozen countries have 
explicitly called for a preemptive ban on these weapons,179 and consensus is emerging 
regarding the need for human control over the use of force. As noted above, the 
requirement for human control is effectively equivalent to a ban on weapons without it. 
Therefore, a ban would best ensure that the dictates of public conscience are met.  
 
The principles of humanity and dictates of public conscience bolster the case against fully 
autonomous weapons although as discussed above they are not the only matter of 
concern. Fully autonomous weapons are also problematic under other legal provisions and 
raise accountability, technological, and security risks. Collectively, these dangers to 
humanity more than justify the creation of new law that maintains human control over the 
use of force and prevents fully autonomous weapons from coming into existence.  
  

                                                           
178 Future of Life Institute, “An Open Letter to the United Nations Convention on Certain Conventional Weapons.” 
179 Campaign to Stop Killer Robots, “Country Views on Killer Robots.” 
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W A T C H

Fully autonomous weapons would revolutionize warfare by selecting and en-
gaging targets without meaningful human control. With no specific treaty
devoted to their regulation, the weapons should be assessed under the
Martens Clause, a rule of international humanitarian law that applies the
“principles of humanity” and the “dictates of public conscience” to new sit-
uations in armed conflict.

Heed the Call finds that the Martens Clause, which sets a moral baseline for
judging emerging technologies, demands a preemptive ban on fully au-
tonomous weapons. 

Fully autonomous weapons, also known as “killer robots,” would undermine
the principles of humanity because they would be unable to apply either
compassion or nuanced legal and ethical judgment to decisions to use lethal
force. Without these human qualities, the weapons would face significant
obstacles to ensuring the humane treatment of others and to showing re-
spect for human life and dignity.

Fully autonomous weapons would also run contrary to the dictates of public
conscience. Governments, experts, and the broader public have increasingly
expressed their opposition to the weapons. They have widely endorsed the
principle of meaningful human control over the use of force.

Partial measures will not fix these deficiencies under the Martens Clause.
The clause makes it morally and legally imperative to prohibit the develop-
ment, production, and use of fully autonomous weapons and to retain
human control over the use of force.

HEED THE CALL 
A Moral and Legal Imperative to Ban Killer Robots

Growing opposition to fully autonomous weapons from various
quarters shows how the public conscience supports banning
weapons systems that lack meaningful human control. 
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