


harassment, doxxing, and outing in public social media posts on Meta platforms, 
particularly on Instagram and Facebook, and relied on illegitimately obtained digital 
photos, chats, and similar information in prosecutions.2 We also provided detailed 
documentation of the harmful impact of these online targeting tactics, which often 
affected LGBT people’s safety, online and offline, and in some cases contributed to ruining 
their lives. While we did not receive a written response from Meta to our letter, we have 
been engaging with relevant stakeholders at Meta since February. 

As a follow up to our report and based on its recommendations, including to Meta, our 
upcoming campaign identifies select ongoing issues of concern, and aims to engage Meta 
platforms, particularly Instagram and Facebook, to publish meaningful data on investment 
in user safety, including regarding content moderation in the MENA region, and around the 
world.  

Among other objectives, the campaign asks Meta to disclose its annual investment in user 
safety and security including reasoned justifications explaining how trust and safety 
investments are proportionate to the risk of harm, for each region, language, and dialect. 
In addition, we specifically inquire about the number, diversity, regional expertise, 
political independence, training qualifications, and relevant language (including dialect) 
proficiency of staff or contractors tasked with moderating content originating from the 
MENA region, and request that this information be made public as an initial step toward 
increased transparency. Relatedly, the campaign asks Meta to publish data on its 
investment in safe working conditions for content moderators, including psychosocial 
support, as well as data on such staff’s adherence to nondiscrimination policies, including 
around sexual orientation and gender identity.  

Regarding automated content moderation, we urge Meta to disclose the tools that are used 
for non-English languages, including Arabic, and which dialects of the Arabic language 
they are trained in as well as the sources of the training data for each dialect. In addition, 
we urge Meta to conduct and publish an independent audit of any language models and 
automated content analysis tools being applied to each dialect of the Arabic language and 
other languages in the MENA region for their relative accuracy and adequacy in addressing 
the human rights impacts on LGBT people where they are at heightened risk. Meta should 
publish information regarding when and how automated processes are used (whether 
alone or with human oversight), the extent to which there is human oversight over any 
automated processes, and should indicate how each model is reviewed and updated over 

2 Human Rights Watch letter to Meta, February 2, 2023, 
https://www.hrw.org/sites/default/files/media_2023/02/lgbt_mena0223%20annex%20I.pdf 






